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1.0 INTRODUCTION

1.1 Purpose and Scope

This document describes how to install the Oracle® Communications Diameter Signal Router Full Address
Resolution product also known as “Eagle XG Subscriber Data Server (SDS)” within a customer network. It
makes use of the Platform 8.4 network installation and is intended to cover the initial network configuration
steps for a SDS/Query Server NE and a SOAM/DP (Blade) NE for production use as part of the DSR 8.4
solution. This document includes switch configuration (Cisco 4948E-F) and validation of the initial SDS
configuration. This document only describes the SDS product installation on the HP DL380 Gen8 and Gen9
deployed using Cisco 4948E-F switches. It does not cover hardware installation, site survey, customer network
configuration, IP assignments, customer router configurations, or the configuration of any device outside of the
SDS cabinet. Users needing familiarity with these areas of interest should refer sources cited in Section 1.2,
References.

1.2 References

External (Customer Facing):
[1] TEKELEC Acronym Guide, MS005077, Latest Revision
[2] DSR C-Class Hardware and Software Installation Part 1
[3] DSR Software Installation & Configuration Procedure 2/2

Internal (ORACLE Communications Personnel Only):
[4] HP Solutions Firmware Upgrade Pack Release Notes, 795-000-4xx, latestversion (2.2.12 or higher)
[5] Tekelec Platform 7.2 Configuration Guide, E64363, Revision 5
[6] Platform Management and Configuration Guide E93270-01, Release 7.6
[7] Network Architecture Planning Document - cgbu_010618, Latest Revision
[8] TPD Initial Product Manufacture Software Installation Procedure Release 7.6, Latest Revision

1.3 Acronyms
Acronym Description
DP Data Processor blade
DR Disaster Recovery
IMI Internal Management Interface
ISL Inter-Switch-Link
NE Network Element
NOAM Network Operations, Administration & Maintenance
iLO HP Integrated Lights-Out
IPM Initial Product Manufacture
SDS Subscriber Data Server
SOAM Systems Operations, Administration & Maintenance
TPD Tekelec Platform Distribution (Linux OS)
VIP Virtual IP
XMI External Management Interface
XML Extensible Markup Language

Table 1 - Acronyms
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1.4 Assumptions

This procedure assumes the following;

e The user has reviewed the latest Network Architecture Planning Document (NAPD) [7]and has
received assigned values for all requested information related to SDS, Query Server, SOAM and DP
installation.

e The user has taken assigned values from the latest Customer specific DSR Network Planning
document [7] and used them to compile XML files (See Appendix E) for each SDS and SOAM site’s
NE prior to attempting to execute this procedure.

e The user conceptually understands DSR topology and SDS network configuration as described in
the latest Customer specific DSR Network Planning document [7].

e The user has at least an intermediate skill set with command prompt activities on an Open Systems
computing environment such as Linux or TPD.

e All SDS servers were IPM’ed with TPD Platform 7.6 of correct version as described in [8].

15 XML Files

The XML files compiled for installation of the each of the SDS NOAM and SOAM site Network Elements
must be maintained and accessible for use in Disaster Recovery procedures.

If engaged by the customer, the ORACLE Consulting Services Engineer will provide a copy of the XML files
used for installation to the designated Customer Operations POC.

The customer is ultimately responsible for maintaining and providing the XML files to Oracle’s Customer
Service if needed for use in Disaster Recovery operations.

1.6 How to use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is to be
used as a reference for Disaster Recovery procedures.

When executing this document for either purpose, there are a few points which help to ensure that the user
understands the author’s intent. These points are as follows;

1) Before beginning a procedure, completely read the instructional text (it will appear immediately after
the Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

2) Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural STEP fails to execute successfully, STOP and contact Oracle’s Customer Service for
assistance before attempting to continue. See Appendix K - Accessing My Oracle Support (MOS), for
information on contacting Oracle Customer Support.

9 F12360-01
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2.0 PRE-INSTALLATION SETUP

2.1 Installation Prerequisites

The following items/settings are required in order to perform installation for HP DL380 based SDS HW:

o Alaptop or desktop computer equipped as follows;
o 10/100 Base-TX Ethernet Interface.
o Administrative privileges for the OS.
o An approved web browser (currently Internet Explorer 10.x or 11.x)
e An IEEE compliant 10/100 Base-TX Ethernet Cable, RJ-45, Straight-Through.
e USB flash drive with at least 1GB of available space.
e TPD “root” user password.
e TPD “admusr” user password.

NOTE: When using the iLO for SSH connectivity, supported terminal Emulations are VT100 or higher
(i.e. VT-102, VT-220, VT-320).

2.2 Physical Connections

A connection to the VGA/Keyboard ports on the HP DL Server rear panel or a connection to the iLO is
required to initiate and monitor the progress of SDS installation procedures.
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Figure 1 - HP DL380 Gen8, DC (Rear Panel)
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Figure 2 - HP DL380 (Gen9), DC (Rear Panel)

2.3

Access Alternatives for Application Install

This procedure may also be executed using one of the access methods described below:

One of the Access Methods shown to
the right may be used to initiate and
monitor SDS installation.

NOTE: Methods 3 & 4 may only be
used on a DL380 with an iLO that has
been previously configured with a
statically assigned IP address. ltis
not intended for use with a new, out-
of-the-box server.

[]

[]
[]
[ ]

Method 1)

Method 2)

Method 3)

Method 4)

VGA Monitor and PS2 Keyboard.

f2) epiphan
Laptop+\ F.) P E'"“s"'C- KVM2USB switch.

http://www.epiphan.com/products/frame-
grabbers/kvm2usb/

iLO VGA Redirection Window, IE8 (or IE9 with
Document Mode “IE8 Standards”), Ethernet cable.
(See 0)

iLO access via SSH, terminal program,

Ethernet cable.

11
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2.4 Activity Logging

All activity while connected to the system should be logged using a convention which notates the Customer
Name, Site/Node location, Server Hostname and the Date. All logs should be provided to ORACLE
Communications for archiving post installation.

NOTE: Parts of this procedure will utilize a VGA Monitor (or equivalent) as the active terminal. Itis
understood that logging is not possible during these times. The user is only expected to provide logs for
those parts of the procedures where direct terminal capture is possible (i.e. SSH, serial, etc.).

25 Firmware and BIOS Settings

Prior to upgrading the Firmware of the DL380 (Gen8 & Gen9) servers the CMOS Clock, BIOS Settings, and
iLO IP Address needed to be configured. These configuration procedures are defined in Appendix J of this
document.

Several procedures in this document pertain to the upgrading of firmware on DL380 servers and Cisco 4948
E-F switches that are part of the Platform 7.6.x configuration.

The required firmware and documentation for upgrading the firmware on HP hardware systems and related
components are distributed as the HP Solutions Firmware Upgrade Pack. The minimum firmware release
required for Platform 7.6.x is HP Solutions Firmware Upgrade Pack 2.2.12 or higher. If a firmware upgrade is
needed, the current GA release of the HP Solutions Firmware Upgrade Pack should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation. If an HP FUP 2.x.x version newer than the Platform 7.6.x minimum of HP FUP 2.2.12 is
used, then the HP Solutions Firmware Upgrade Guide should be used to upgrade the firmware. Otherwise,
the HP Solutions Firmware Upgrade Guide, Release 2.x.x should be used.

The three pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack releases
are:

* HP Service Pack for ProLiant (SPP) firmware ISO image
* HP MISC Firmware 1SO image

Refer to the Release Notes of the [4] HP Solutions Firmware Upgrade Pack Release Notes, Release 2.x.x,
and (Min 2.2.12) to determine specific firmware versions needed.

Contact Accessing My Oracle Support (MOS) for more information on obtaining the HP Firmware Upgrade
Packs.
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F12360-01

Configure the CMOS Clock, BIOS Settings, and iLO IP Address
and Upgrade Firmware

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO IP
Address of the DL80 RMS servers and upgrade the firmware. (If needed).

STEP #

Procedure

Description

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO IP Address
of the DL380 RMS servers and upgrade the firmware. (If needed).

Check off () each step as it is completed. Boxes have been provided for this purpose under each step number.

If this procedure fails, contact Appendix K My Oracle Support and ask for assistance.

1 Configure | Connect to the RMS Server using a VGA Display and USB Keyboard.
[ RMS
Server. For HP DL 380 (G8) Servers execute:
Appendix J.1.1 RMS: Configure ILO
Appendix J.1.2 GEN8: RMS BIOS Configuration, verify processor & memory.
For HP DL 380 (G9) Servers execute:
Appendix J.2.1 RMS: Configure i
Appendix J.2.2 GEN9: RMS BIOS Configuration, verify processor & memory
RMS Follow the appropriate procedure for the ProLiant DL380(G8/G9) hardware type to verify and
[ Server: upgrade the HP server firmware using the procedures in [4]JHP Solutions Firmware Upgrade
Verify/Upgr | Pack Release Notes, 795-000-4xx, latestversion (2.2.12 or higher)
ade
Firmware

Check-off the associated Check Box in step 3 as the RMS server's CMOS Clock, BIOS
Settings, and iLO IP Address has been configured and firmware is updated:

13 F12360-01
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STEP # | Procedure | Description

RMS Check-off the associated Check Box as the RMS server's CMOS Clock, BIOS Settings, and
Server: iLO IP Address has been configured and firmware is updated:
CMOS . .
Clock, Primary Site:
BIOS [J RMS-1: [J RMS-2:
Settings,
and iLO IP
Address [] RMS-3: [] RMS-4:
have been
configured | L1 RMS-5: [] RVMS-6:
and
firmware ] RMS-7: [] RMS-8:
updated
[ 1 RMS-9: [ ] RMS-10:

Disaster Recover Site: (Optional)

[] RMS-1: [] RMS-2:
] RMS-3: [] RMS-4:
] RMS-5: ] RMS-6:
] RMS-7: [] RMS-8:
[] RMS-9: [] RMS-10:

Optional: Repeat on the Disaster Recovery RMS servers.

3.0 INSTALLATION MATRIX

3.1 Installing SDS on the Customer Network

Installing the SDS product is a task which requires multiple installations of varying types. The
matrix below provides a guide to the user as to which procedures are to be performed on which
server types. The user should be aware that this document only covers the necessary
configuration required to complete product install. Refer to the online help or contact Accessing My
Oracle Support (MOS) for assistance with post installation configuration options.

NOTE: Although the SDS sites are fully redundant by function, we must distinguish between them during
installation due to procedural changes based on the installation sequence. The user should be aware that
any reference to the “SDS” site refers to the 15t installation of a SDS pair on the customer network while
references to the “DR SDS” site refers to the 2" SDS pair to be installed.
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SDS Installation Matrix
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Server Type

Procedures to perform

izl elalelalz]alelmlmle]s
v | L | X X X X XX XV |X|/
O] s | /| X X X| /| /| %] %] X| x| /| %] %
(]2 /| X X| /| X]| X|X| X| X| X|X|X|X
(oo | X XX X| X| X| /| /| /]| X|%X|X%X|X
] op | X X[ X| X X X| X| X X|/|[X|/|X

SDS Installation: List of Procedures

Table 2 - SDS Installation Matrix

15

F12360-01




SDS 8.4 Initial Installation and Configuration

F12360-01

Procedure No : | Title: Page No :
1 Installing the SDS Application (All SDS NOAM sites) 17
2 Configuring SDS Servers A and B (1st SDS NOAM site only) 26
3 OAM Pairing (1st SDS NOAM site only) 48
4 Query Server Installation (All SDS NOAM sites) 66
5 OAM Installation for the DR SDS NOAM site 85
6 OAM Pairing for DR SDS NOAM site 102
7 Add SDS software images to PMAC servers (All SOAM sites) 115
8 OAM Installation for SOAM sites (All SOAM sites) 120
9 OAM Pairing for SDS SOAM sites (All SOAM sites) 147
10 DP Installation (All SOAM sites) 161
11 Configuring ComAgent 195
D.1 Figure 10- SDS Frame Layout 206
D.2 Configure Cisco 4948E-F Aggregation Switches 210
D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM sites) 236

I Disable Hyperthreading For GEN8 & Gen9 (DP Only) 256

Table 3 - SDS Installation: List of Procedures
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4.0

4.1
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APPLICATION INSTALL

Installing the SDS Application (All SDS NOAM sites)

Note: - If servers are not loaded with OS (TPD). Please refer 1.1.1.1Appendix L for installing it.
Installing the SDS Application (All SDS NOAM sites)

Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

Access the HP
server’'s console.

Connect to the HP DL 380 server’s console using one of the access methods described in
Section 2.3.

I:I!\’ I:I!—‘

1) Access the
command prompt.
2) Log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

D.w

Verify that Date &
Time are displayed
in GMT (+/- 4 min.).

$ date -u
Wed Oct 22 14:07:12 UTC 2014
$

IF THE CORRECT DATE & TIME (IN GMT) ARE NOT SHOWN IN THE PREVIOUS STEP, THEN
STOP THIS PROCEDURE AND PERFORM THE FOLLOWING STEPS:

1) Execute Appendix J- CONFIGURE THE HP DL380 (GEN8 & GEN9) SERVER CMOS
CLOCK/BIOS SETTINGS

2) Restart Procedure 1 beginning with Step 1.

IF THE CORRECT DATE & TIME (IN GMT) ARE SHOWN IN THE PREVIOUS STEP, THEN
CONTINUE ON TO STEP 4 OF THIS PROCEDURE.

Verify that the TPD
release is 7.6

$ getPlatRev
7.6.0.0.0-88.54.0

Dm D.#

Execute alarmMgr
command to verify
any alarms of the
server before the
application install.

$ alarmMgr --alarmStatus

NOTE: This command should return no output on a healthy system. If any alarms are
reported as SNMP traps, please stop and contact Accessing My Oracle Support (MOS)
for the assistance.

17 F12360-01
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

6.

[]

Execute
“syscheck” to
verify the state of
the server before
Application install.

$ sudo syscheck

Running modules in class hardware...
OK

Running modules in class disk...
OK

Running modules in class net...
OK

Running modules in class system...
OK

Running modules in class proc...
OK

LOG LOCATION: /var/TKLC/log/syscheck/fail_log

NOTE: The user should stop and resolve any errors returned from “syscheck” before
continuing on to the next step.

Execute
verifyUpgrade
command to verify
health of the server
before the
application install.

$ sudo verifyUpgrade

Disregard following error during this command execution
ERROR: No upgrade/patching transaction has been performed on this system!
(/usr/share/tomcat6/webapps/ohw.war)

NOTE: This command should return no output on a healthy system. If any error are reported,
please stop and contact Accessing My Oracle Support (MOS) for the assistance.

Verify Hardware ID

$ hardwarelnfo | grep Hardware

containing the SDS
Application
software into the
server's USB port.

8. is ProLiant DL380 Hardware ID: ProLiantDL380pGen8
I:' Gen8 or Gen9. -Or-

Hardware ID: ProLiantDL380Gen9
9 Place the USB drive

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

release to the
server’s hard disk
under the
Ivar/TKLC/upgrade
directory.

Step Procedure Result
10 Very that the USB $ df [grep sdb
_ | drive has been Idevisdb1 2003076 8 2003068 1% /media/sdbl
mounted under the
/media directory.
11 Verify that the target | $Is /media/sdb1/
~_ | release is present SDS- 8.4.0.0.0_84.9.0-x86_64.is0
on the USB drive.
12 Copy the target $ cp -p /media/sdb1/SDS-8.4.0.0.0_84.9.0-x86_64.iso /var/TKLC/upgrade/

Unmount the USB

$ sudo umount /media/sdb1

13. drive partition. $
14 Remove the USB

: drive from the
I:' server’s front panel. '

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Login to the
“platcfg” utility.

$ sudo su - platcfg

19 F12360-01
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

From the “platcfg”
Main Menu...

Select Maintenance
then press the
<ENTER> key

lgggggggue Main Menu tggggggogh

Diagno=stics

Server Configuration
Security

Remote Consoles

Hetwork Configuration
HetBackup Configuration
Exit

uls(efegeisfs(s(s(s(elee(s(sis(s(s(s(s (e (s(s(s (s (s (s (= ]
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From the “platcfg”
Main Menu...

[:] lggggqu Maintenance Menu tgggaglk
Select Upgrade

then press the
<ENTER> key Patching

Halt Server

Backup and Restore
Reastart Server

Eject CDROM

Save Platform Debug Logs
Platform Data Collector
Exit

igils go (o (o (o 0o (o 0o (o 0 (o 0 o (o 0 o (o 0 o (0 0 o 0 0
Select Validate then
I:' press the <ENTER>

key
lgggggagu Upgrade Menu tgggaggggk
Validate Media
Early Upgrade Checks
Initiate Upgrade
Copy USE Upgrade Image
Hon Tekelec RPM Management
Accept Upgrade
Reject Upgrade
Exit
Select ISO then maggogagagagagagagagagagaggggagd]
[:] press the <ENTER>
key

logogagqaagdaqaggggau Choose Upgrade Media Menu togoogogagadddaogodgok

Fils! 3
5D5-8.0.0.0.0 80.16.0-x86_64.i=s0 - 8.0.0.0.0_80.16.0
Exit

Screen will show
ISO is Validated
I:' then press the ANY
key.

moggagddaaaaaaagaaadgaddaaaIaIaaaaaaaaddaaaaaaaaagaaggdadaaaaaagaaaagd

Validating cdrom...

e e e R R e e R B R e,
e e e R R e e R B R e,
P T R R
HHHH A
P T R R
PP R R R R
HHHH A
TP T T R
G A G L B A R G S R g B L S B L A L H B L L
G A G L B A R G S R g B L S B L A L H B L L
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SDS 8.4 Initial Installation and Configuration F12360-01

Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step Procedure Result

BHHHHEH T R
BHHHHEH T R
LA A L A S
B T
UMVT Validate Utility v2.3.4, (c)Tekelec, May 2014

Validating /var/TKLC/upgrade/SDS- 8.4.0.0.0_84.9.0-x86_64.iso
Date&Time: 2016-08-09 08:20:01

Volume ID: 8.4.0.0.0_84.9.0

Part Number: N/A

Version: 8.4.0.0.0_84.9.0

Disc Label: DSR

Disc description: DSR

The media validation is complete, the result is: PASS

CDROM is Valid
Select Exit

then press the
I:' <ENTER> key

PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.

lagaaagaaagaagdgdggaqu Choose Upgrade Media Menu tgggoggggagaaaagaadddk

0.0.0_80.16.0—:{86_6‘1.130 - 8.0.0.0.0_80.16.0

mogaagagaaaoaqaaaaggggaggaaaadddgagaaqaqaaadadaaaaaaagadggaaaaaaaaadd]

From the “platcfg”
Main Menu...

lgggggggu Upgrade Menu tggggggggk

[:] Validate Media

Select Initiate Early Upgrade Checks
Upgrade then press =

the <ENTER> ke Initiate Upgrade
y Copy USE Upgrade Image

Hon Tekelec RPM Management
Accept Upgrade

Reject Upgrade

Exit

uls(efeesfs(s(s(sse(s(s(s(s(s(see(s(sis (s (s e e (s (s s (=]
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

19.

[]

Verify that SDS
application release
shown matches the
target release.

Press the <ENTER>
key to start the SDS
application install

lagaaagaaagaagdgdggaqu Choose Upgrade Media Menu tgggoggggagaaaagaadddk

TOruM
- 8.0.0.0.0_80.16.0

mogaggdgagogaaaaaaddgaagaaaaaaddddgaaaadadaddddgggaaagddddgdgagaaaaddd

SDS-8.0.0.0.0 80.16.0-x86 64.i=0
Exit

20.

Output similar to that
shown on the right
may be observed as
the SDS application
install progresses.

mining if we should upqgrade...
all product is TPD
all product record

PM-GPG-KEY-redhat-relea

Target platfor
Minimum supported

4.2.8-78.68.0

Upgrade from same release as current is

if there are any pac
[Evaluating if there are packages

Output similar to that
shown on the right
may be observed at
the completion of
the Application
install.

TKLC/plat/binsservice_conf reconf ig
E IS COMPLETE
llaiting for reboot

Updating platform revision file...

s require
ooted in 18

22.

After the server has
completed reboot,
log into the HP
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

23.

Verify that the output
contains the line
shown to the right
indicating a
successful
installation of SDS
application software.

$ grep COMPLETE /var/TKLC/log/upgrade/upgrade.log
1321462900:: UPGRADE IS COMPLETE

23 F12360-01
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)

Step

Procedure

Result

24.

[]

Execute
verifyUpgrade
command to verify
status of upgrade.

Verify that SDS
application release
shown matches the
target release.

$ sudo verifyUpgrade

Disregard following error during this command execution
ERROR: Upgrade log (/var/TKLC/log/upgrade/upgrade.log) reports errors!
ERROR: 1513202476::zip error: Nothing to do!

(/usr/share/tomcat6/webapps/ohw.war)

NOTE: This command should return no output on a healthy system. If any error are reported,
please stop and contact Accessing My Oracle Support (MOS) for the assistance

$rpm -qa|grep sds
TKLCsds-8.4.0.0.0_84.9.0-x86_64

Accept upgrade to
the Application
Software.

$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Upgrade::Backout::RPM

Accepting Upgrade

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing ‘/var/lib/prelink/force’ from RCS repository
INFO: Removing '/etc/my.cnf' from RCS repository

Put the server in
trusted time mode

$ tw.setdate —trusted

Current time: 10/22/2014 16:25:07.869

Exit from the
command line to
return the server
console to the login
prompt.

$ exit

e Repeat this procedure for each RMS server installed in the cabinet before continuing on
to the next procedure. (e.g. SDS NOAM A, SDS NOAM B, Query Server)
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Procedure 1: Installing the SDS Application (All SDS NOAM sites)
Step Procedure Result
THIS PROCEDURE HAS BEEN COMPLETED
25 F12360-01




SDS 8.4 Initial Installation and Configuration

5.0

5.1

CONFIGURATION PROCEDURES

Configuring SDS Servers A and B (15t SDS NOAM site only)

Assumptions:

This procedure requires that the user connects to the SDS GUI prior to configuring the first SDS server. This

This procedure assumes that the SDS Network Element XML file for the Primary Provisioning SDS
site has previously been created, as described in Appendix E.

This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files
can exist on any accessible drive.

can be done either by one of two procedures:
1. Configuring a temporary external IP address, as described in Appendix B
2. Plugging a laptop into an unused, unconfigured port on the SDS NOAM-A server using a direct-

connect Ethernet cable, as described in Appendix C.

Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step

Procedure

Result

1|.:|

SDS NOAM A:

Connect to the SDS
GUI.

Execute Appendix C. Establishing a Local Connection for Accessing the SDS GUI

Hk

SDS NOAM A:

Launch an approved
web browser and
connect to the SDS
NOAM A IP address
using Appendix B

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:

“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercg
Server.

We recommend that you close this webpage and do not continue to
% Click here to close this webpage.

k¥ Continue to this website (not recommended).

= More information

F12360-01
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

F12360-01

Step

Procedure

Result

3.

[]

SDS NOAM A:

The user should be
presented the login
screen shown on the
right.

Login to the GUI using
the default user and
password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

Login
Enter your username and password to log in

Username:
Password: |

Change password

Login

Welcome to the Oracle System Login

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates
Other names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle andfor its affiliates. All rights reserved

SDS NOAM A:

The user should be
presented the SDS
Main Menu as shown
on the right.

Communications Diameter Signal Router Full Address Resolution

= g Main Menu

[=] ‘=3 Administration Main Menu: [Ma|n]

8.0.0.0.0-80.31

|'ij General Options
[+] [ Access Control
[+ ] Software Management
[+ 1 Remote Servers
[=] ‘=4 Canfiguration
[=] {3 Networking
[0 Networks
[ Devices
[ Routes
[ semvices
[©) servers
[&) server Groups M
[ Resource Domains
@ Places
@) Place Associations
& [ DSCP
[ <3 /Alarms & Events
[ View Active

This is the user-defined welcome message
It can be modified using the ‘General Options’ item under the ‘Administration’ me

Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00

Last Login IP:

Recent Failed Login Attempts: 0

SDS NOAM A:

1) Select...

Main Menu

- Configuration
- Networking
- Networks

...as shown on the
right.

2) Select the
“Browse” dialogue
button (scroll to bottom
left corner of screen).

[= & Main Menu

Main Menu: Configuration -> Networking -> Networks
[ &3 Administration

2] General Options
(] (1 Aceess Control
(3] (7] Sofware Management
(] (1 Remote Servers
[ &3 Configuration
[] 43 Networking
[0 Networks
[ Devices
[0 Routes
[ senvices
[2) seners
[ server Groups
[2) Resource Domains .
[ Places
[0 Place Associations
& (3 DSCP
[ £y Alamms & Events
[ View Active
[0 View History
[3) View Trap Log
(5] (] Security Log
& (1 Status & Manage
(5] (] Measurements

Global

Network Name Network Type  Default  Locked  Routed  VLAN

[ £ Communication Agent Insert Report
(] 1508

Insert Network Element

Sun Jun 05 08:34:05 20

Network

To create a new Network Element, upload a valid configuratic
Cheose File | No file chosen

27
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure

Result

6 SDS NOAM A:

[]

Note: This step
assumes that the xml
files were previously
prepared, as
described in
Appendix E.

1) Select the location
containing the site
xml file.

2) Select the .xml file
and click the “Open”
dialogue button.

(& Choose File to Upload

> ]
aj" . <« bbelyi (\incnal0b.tekelec.c..

v DTS3

M ‘ + | | Search DT53

Organize +* MNew folder
Ml Desktop o

4 Downloads

Name
| SDS_DR_NOAMP

| SDS_NOAMP
| SD5_SOAM

15| Recent Places
‘& SkyDrive

m

il Libraries
3 Documents
,—J“- Music
| Pictures

E Videos

1% Computer
&L osDisk (C:)
¥ bbelyi (\\ncnal0b
5 m_drive (\\nenall

B

¥  Date modified

11/13/2014 11:
11/13/2014 11:
11/13/2014 11

5 s public (\ncnadt ~ ¢ | .

File name: SDS_NOAMP

+ | AllFiles (*.%)
]

SDS NOAM A:

Select the “Upload
File” dialogue button
(bottom left corner of

=] £ Alarms & Events
[@ view Active
[0 View History
[ View Trap Log
(5] [ Security Log

(=] (1 Status & Manage

Insert Report

] To ereate a new Network Element, upload a valid configuration file:

If the values in the
xml file pass
validation rules, the
user must select the
‘Info’ box to receive a
banner information
message showing that
the data has been
successfully validated
and committed to the
DB.

NOTE: You may have
to left mouse click the
“Info” banner option
in order to see the
banner output.

(2] (1 Measurements Choose File | SDS_NOAMPxml Upload File
screen). ) 01 Commurieaon pge (leses e 505 NOAMPxr g
1 ™1SDS o opyright © 2010, 2016, Oracle and/er its affilistss. All rights ressrvad

Main Menu: Configuration -> Networking -> Networks

Inffa -

Info

o .

Netwaork Element insert successful from AmpfS0DS_NCAMPxmI.

Main Menu: Configuration -> Networking -> Networks

Sun Jun 05 08:38: ¢

Infa =
Global SDS_NE
Configured
Network Name Network Type Default Locked Routed VLAN Interfaces Network
Xl QAM Yes Yes Yes 14 g 10.240.108.0/26
Il QAM No Yes No 15 g 169.254.2.0/26
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

F12360-01

Step Procedure Result
9 SDS NOAM A:
I:I 1) Select... E ’%gi;;::g:mm Main Menu: Configuration -> Networking -> Services
(8] General Options
[ (] Access Control
Mal n Men u [z (1] Software Management Name Intra-NE Network Inter-NE Network
9 C f t 5 ﬂa‘cjon?:::;?osnewem OAM . Unspe:?ﬁed Unsue:?ﬁed
on Igura on [ &y Networking Replication Unspecified Unspecified
->Networking [ Networks signaling Unspecified Unspecified
) [ Devices HA_Secondary Unspecified Unspecified
9 SerV|CeS D Routes HA_MP_Secondary Unspecified Unspecified
...as ShOWn on the E] ISjer\.Sv;rr:mes Replication_MP Unspecifisd Unspecified
rlght D Server Groups ComAgent Unspecified Unspecified
' D Resource Domains
[O Places
. [©) Place Associations Edit = Report
2) The user will be « fnsce
presented with the
“Services”
configuration screen
as shown on the right.
3) Select the “Edit”
dialogue button.
29 F12360-01
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)
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Step

Procedure

Result

10.

[]

SDS NOAM A:

1) With the exception
of “Signaling” which
is left “Unspecified”,
set other services
values so that all
Intra-NE Network
traffic is directed
across IMI and all
Inter-NE Network
traffic is across XMI.

2) Select the “Apply”
dialogue button.

3) Select “OK” in new
pop up GUI to change
the effect,

Main Menu: Configuration -> Networking ->» Services [Edit]

Services

Hame Intra-NE Network Inter-HE Network

OAM INTERNALIMI E| INTERNALXMI E|

Replication INTERNALIMI E| INTERNALXMI E|

Signaling Unspecified E| Unspecified E|

HA_Secondary INTERNALIMI E| INTERNALXMI E|

HA_MP_Secondary INTERMALIMI E| INTERNALXMI E|

Replication_MP INTERNALIMI E| INTERNALXMI E|

ComAgent INTERNALIMI E| INTERNALXMI E| l/\\s
Ok Apply Cancel

100.65.23.69 says:

You must restart the applications running on all servers toe apply any
services changes,
TC RESTART: Use "Restart” button under Status & Manage->Server tab, —

ComAgent
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

F12360-01

Step

Procedure

Result

11.

[]

SDS NOAM A:

The user will be
presented with the
“Services”
configuration screen
as shown on the right

Main Menu: Configuration -> Networking -> Services

Name
OAM

Replication
Signaling
HA_Secondary
HA_WP_Secondary

Replication_MP

Intra_NE Network
INTERNALIMI
INTERNALIMI
Unspecified
INTERNALIMI
INTERNALIMI

INTERNALINI

Inter-NE Network
INTERNALXMI
INTERNALXMI
Unspecified
INTERNALXMI
INTERNALXMI

INTERMALYMI

ComAgent INTERNALIMI INTERNALXMI
SDS NOAM A: =) 8 Main M . . .
12. %j:d mt ; A Main Menu: Configuration -» Servers
+ ministration
1) Select. . =] A Configuration
|:| Main Menu =] {3 Networking
. . Metworks
> Co nflguratlon % Devices Hostname Role System |D
- Servers [ Routes
Seri
...as shown on the [ services
rlght [0 servers v
' Server Groups
B P
2) Select the “Insert” ] Resaures Bomans
/ 3 Places
dlalogue bUtton- 3 Place Associstions
+] ] DscP Insert Report

=] + Alarms & Events

Note: This step thru the last step of this procedure need to be done for both servers SDS
NOAM A and SDS NOAM B.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
13 SDS NOAM A: Adding a new server
|:| The user is now
presented with the Attribute Value
“Adding a new
server” configuration
screen. Hostname *
Role * - Select Role - v
System 1D
Hardware Profile SD5S HP c-Clazs Blade W1 il

Network Element Name * - Unassigned -| |

Location

Ok Apply Cancel

SDS NOAM A:

Input the assigned
“hostname” for the
SDS NOAM (A or B).

Attribute Value Description

Unigue name for the server. [Default = n/a.
Range = A 20-character siring. Valid

Hostname * sds-no-a characters are alphanumeric and minus sign.
Must stert with an alphanumeric and end with
an alphanumeric.] [A value is required.]

15.

SDS NOAM A:

Select “NETWORK
OAMG&P” for the
server “Role” from the
pull-down menu.

- Select Role - Salzct the function of the server [A value is

Role * NETWORK OAM&P
SYSTEM OAM
MP

required.]

QUERY SERVER

16.

SDS NOAM A:

Input the assigned
hostname again as the
“System ID” for the
SDS NOAM (A or B).

System ID for the NOAMP or S0AM sarver.
System 1D sds-nc—a| X [Default = nfa. Range = A §4-character string.
Walid walue is any text string.]
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Step Procedure Result
17 SDS NOAM A: For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.
For Gen8:

[]

Select “SDS HP Rack
Mount” for the
Hardware Profile for
the SDS from the pull-
down menu.

For Gen9:

Select “SDS HP Gen9
Rack Mount” for the
Hardware Profile for
the SDS from the pull-

Hardware Profile

SDS HP c-Class Blade W1
SDS HP Rack Mount
3SDS Cloud Guest

3D5 HP c-Class Blade 2
SDS HP c-Class Blade V0

Walid walue is any text string.]

Hardware profile of the server

For Gen9 Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-down menu.

Hardware Profile

Metwork Element Name *

SDS TVOE Guest

SDS TVOE Guest

SDS HP c-Class Blade V0
SDS HP c-Class Blade V2

SDS Cloud Guest

SDS HP Gen9 Rack Mount

down menu. SDS HP c-Class Blade V1
Location SDS ESXI Guest
SDS HP Rack Mount
SDS NOAM A:

Select the Network
Element Name for the
SDS from the pull-

Network Element Name *  SDS_ME

Select the network element [A value is
required.]

down menu.

SDS NOAM A:
19 Location description [Default ="". Range = A
D Enter the Site |ocati0n_ Location Bangalore 15-character string. Walid value is any text

string.]
NOTE: Location is an
optional field.
33 F12360-01
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Step Procedure Result

20 SDS NOAM A:

’ OAM Interfaces [At least one interface is required.]:
|:| 1) Enter the Network IP Address Interface
MgmtVLAN IP
address for the SDS MGMT_VLAN (191.168.1.0/22) 191.240.1.11 bond0 ¥ VLAN (2)
Server.
2) Set the MgmtVLAN INTERNALXMI (10.240.20.0/22) 10.240.20.2 bond1 ~ WLAN (3)
Interface to “bond0”
and “check” the
VLAN checkbox. INTERNALIMI {192.168.2.0/24) 192.168.2.100 bondD VLAN (4)
3) Enter the IMI IP
SDS Server
address for the SDS i Network IP Address Interface hVL'ﬁN
Server. (Primary NOAM) Checkbox
SDSA MgmtVLAN 169.254.1.11 bond
- ondO /
4) Set the IMI Interface IMI 169.254.100.11
to “bond0” and
“check” the VLAN <DS.B MgmtVLAN 169.254.1.12 bondo
checkbox. - on /
IMI 169.254.100.12

NOTE_1: These IP addresses are based on the info in the NAPD and the Network
Element Config file

NOTE_2: The MgmtVLAN should only be present when 4948E-F Aggregation Switches
are deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the
IMI network values shown above still apply.

1) Enter the customer
assigned XMl IP
address for the SDS
Server.

Layer 3

(No VLAN tagging
used for XMlI)

2) Set the XMI
Interface to “bond1”
and “DO NOT check”
the VLAN checkbox.

-OR -

Layer 2

(VLAN tagging used
for XMl)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

INTERMALXMI {10.240.20.0/22) 10.240.20.2 bond1 VLAN (3)
SDS Server VLAN tagging VLAN
(Primary NOAM) NEFTENS (on XMI network) IniEEiEIEe Checkbox
SDS NOAM No bond1 X
Server XMI
(A or B) Yes bond0 /

I CAUTION!!!

It is crucial that the correct network configuration be selected in Steps 20 & 21 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart SDS installation procedures over from the beginning.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result

22 SDS NOAM A: NTP Servers:

I:' 1) Click the “NTP NTP Server IP Address Prefer 0
Servers:” “Add”

dialogue button.

NTP Servers:
2) Enter the NTP NTP Server IP Address Prefer —
Server IP Address for
an NTP Server. 10.240.21.191 HEn
3) Enter 3 NTP Server NTP Servers:
IP address, repeat (1)
and (2) to enter it. NTP Server IP Address Prefer

Add

4) Optionally, click the 10.240.21.11 Remove
“Prefer” checkbox to
prefer one NTP Server 10.240.21.192 Remove

over the other.
10.240.21.193 © Remove
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Step

Procedure

Result

23.

[]

SDS NOAM A:

1) The user should be
presented with a
banner information
message stating “Pre-
Validation passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
o * Pre-\alidation passed - Data NOT committed ...
Attribute Value
Hostname * 50s-50-a
Metwork IP Address

XMI (10.240.108.0/26)

IMI (169.254.2.0/26)

NTP Servers:

NTP Server IP Address

10.250.32.10

Ok  Apply Cancel

10.240.108.21

169.254.2 11

Prefer
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24,

[]

SDS NOAM A:

If the values provided
match the network

Main Menu: Configuration -> Servers [Insert]

ranges assigned to the | .02 =i
SDS NE, the user Info
must select the ‘Info’
box to receive a « Data committed!
banner information
message showing that ATiibute Value
the data has been
validated and
committed to the DB.
Hostname * 5ds-s0-3
: =1 gk ) ain Menu: Configuration - rvers
25 SDS NOAM A = ‘al,ra:laln Menu 3 M M c rg at > Se
. Select & J’;d”'f"st:"°” Tus May 3% 15:28:12 2018 EOT
elect... = 3 Configuration [Fir =]
|:| =] {23 Metworking _
Main Men ﬂg::;:? Hostname Role Systam ID é?;ﬂ :E‘IE:;::: Location Flace  Details
| u
: : £ Routes Hetwork SDS N Bangal AN
- Configuration REE sds-no-s CaMap Sdsno-a g |2 b0 018
- Server ] Servers
ervers [7] Server Groups
[ Resource Domains
[] Placss
. .as shown on the [7] Placs Associstions '
right. 4 7] DSCP
3] [ Alarms & Events
+] [ Securiy Log
4] [ Status & Manape
+] [2] Measuremenis
+] [ Communication Agent
3] (] 505
SDS NOAM A:
26. The “Confi " Hostname Role System ID g?z_ﬁ; Ef::::: Location Place Details
e “Configuration
->Servers” screen M KMI:
etwork _ - Bangalor : -
should now show the <: sds-no-s > DaMgp  Sdsno-a SDS_ME I‘h?li_?-‘:;;; Ei-‘:g .

newly added SDS
Server in the list.
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The row containing the
desired SDS Server
should now be
highlighted.

2) Select the “Export”
dialogue button.

Step Procedure Result
27. SDS NOAM A: Main Menu: Configuration -> Servers
Tum May 31 15:20:13 2016 EDT
[ | etissssine
igttyzi(_jded n Steps Hostname Rale System D ger;';ﬂ gf:rﬁ:ﬁ Location  Placse Deetails
s B jseres 05 1€ | s e

Insert  Edit Delete  Export  Report

SKIP Step 28 to 36 for Server A (means first server) as TKLCConfig file will be already
on server A.

SDS NOAM A:

The user must select
the ‘Info’ box to
receive a banner
information message
showing a download
link for the SDS
Server configuration
data.

Click on the word
“downloaded” to
download and save
the configuration file.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

Main Menu: Configuration -> Servers

info_~

Info
P
Hostname i tion
= Exported server data in TKLCConfigData.sds-no-a.sh may (oe downloaded
sds-ng-a EOE-TO-E TS, g alor:

OAMEP

Note: You may be required to click the Info tab to display the Info banner shown here.
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Procedure 2: Configuring SDS Servers A and B (15t SDS NOAM site only)

Step Procedure Result
29 SDS NOAM A: save s eS|
. File Download El Savein e USB [E] v Q% m-
I:' 1) Click the “Save” R s D
. itk H ?
dialogue button. 7 you wart To open or save fus He iz
o Mame: TELCConfigData, sds-mrsvnc-a,sh e
Type: sh_auta_file Desklop
2) Save the From: 10,250.55.124 )
SDS Server Open ] [ Save I | Cancel | LD B
configuration file to a g
: by Computer
USB ﬂ aSh dnve Ial “While files fram the Intemet can be useful, some files can potentially
\ h ter. | yau da nat st th . do nat — g 3
Y e ke Q
My Network | Save a3 v

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

SDS Server NOAM A
or B:

|:| Access the server

console. Connect to the SDS NOAM-A and SDS NOAM-B console using one of the access methods
NOTE: This step can described in Section 2.3.
be skipped for SDS

Server A because the
file should already

exist.
31 SDS Server NOAM A | login: admusr
- or B: Using keyboard-interactive authentication.
I:' 1) Access the Password: <admusr_password>

command prompt.

2) Log into the server
as the “admusr” user.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.
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Step

Procedure

Result

32.

[]

SDS Server NOAM A
or B:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
SDS Server.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS Server NOAM A
or B:

Output similar to that
shown on the right will
appear as the USB
flash drive is inserted
into the SDS Server
front USB port.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

SDS Server NOAM A
or B:

Verify that the USB
flash drive’s partition
has been mounted by
the OS: Search df for
the device named in
the previous step’s
output.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ df |grep sdb

/dev/sdbl 2003076 8 2003068 1% /media/sdbl
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Step

Procedure

Result

35.

[]

SDS Server NOAM A
or B:

Copy the configuration
file to the SDS server

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sudo cp —p /media/sdb1/TKLCConfigData.sds-mrsvnc-a.sh /var/TKLC/db/filemgmt/.

NOTE: If Appendix C was used to create this interface, un-configure the interface before
copying this file.

Unmount the USB
drive partition.

NOTE: This step can
be skipped for SDS
Server A because the
file should already
exist.

$ sudo umount /media/sdb1
$

SDS Server NOAM A
or B:

Copy the server
configuration file to the
“Ivar/itmp” directory
on the server, making
sure to rename the file
by omitting the server
hostname from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.sds-mrsvnc-a.sh
Ivar/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SDS Server NOAM A
or B:

After the script
completes, a
broadcast message
will be sent to the
terminal.

***NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.

NOTE: The user should be aware that the time to complete this step varies by server and
may take 3 ...20 minutes to complete.

41 F12360-01
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Step

Procedure

Result

SDS Server NOAM A
or B:

Remove the USB flash
drive from the USB
port on the front panel
of the server.

CAUTION: ltis
important that the USB
flash drive be
REMOVED from the
server before
continuing on to the
next step.

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS Server NOAM A
or B:

Ignore the output
shown and press the
<ENTER> key to
return to the command
prompt.

Broadcast message from admusr (Thu Dec 1 09:41:24 2011):

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

SDS Server NOAM A

$ date

or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to the
next step.

41. or B:
: Mon Aug 10 19:34:51 UTC 2015
Verify that the desired
Time Zone is currently
in use.
42 SDS Server NOAM A Example: $sudo set_ini_tz.pl <time_zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

NOTE:- This is required to be for first server (NOAM). Rest of server will get
TKLCconfig file generated on Active NOAM server and the TKLCconfig file will take
care of time zone also.

SDS Server NOAM A
or B:

Initiate a reboot of the
SDS Server.

$ sudo init 6
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44,

[]

SDS Server NOAM A
or B:

Wait ~9 minutes

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

ktill in use by
pnf licts.

yonding: bondB:
onding: bond@:
hbonding: bondB:
onding: bondd:
-1008e BBBA .07 :66.0:
bonding : bond1:

22679281 “1# init b
679281 "1#t bonding: bondB: Removing slave eth@Z
Warning: the permanent HWaddr of eth

2 - 98:4B:E1:6F:74:56 - is

bondB. Set the HWaddr of ethB2 to a different address to avoid d

releasing active interface ethB2

making interface ethl2 the new active one.
Removing slave ethl2

releasing active interface ethi2

ethlZ2: changing MIU from 15688 to 1568
Removing slave ethél

SDS Server NOAM A
or B:

After the server has
completed reboot, log
into the server as the
“admusr” user.

login: admusr

Using keyboard-

interactive authentication.

Password: <admusr_password>

SDS Server NOAM A
or B:

1) Verify that the IMI
IP address and the
bond VLAN
configuration input in
Step 20 has been
correctly applied.

2) Verify that the XMI
IP address and the
bond configuration
input in Step 21 has

been correctly applied.

NOTE: The server’s
XMI & IMI addresses
can also be verified by
reviewing the server
configuration through
the SDS GUI under
[Main Menu 2>
Configuration 2>
Server] screen.

$ifconfig |grep in

bond0

bond1

eth01
eth02
ethll
eth12

Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
bond0.4 Link encap:Etherpe
inet addr:169.25
Link encap:Etherne
inet addr:10.250.
Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A
Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A

AB:E1:6F:74:68

4J00.11 Bcast:169.2542100.255 Mask:255.255.255.0

)255 Mask:255.255.255.0

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0

43
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47 SDS Server NOAM A | $ntpqg -np

or B: remote refid  sttwhen poll reach delay offset jitter
|:| Use the “ntpq”

connectivity to the
assigned Primary and
Secondary NTP
server(s).

command to verify that | *10250.32.10 102541209 2u 1 64 1 0176 -0.446 0.053
the server has 10.250.32.51 192541209 2u 2 64 1 0.174 -0.445 0.002

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE

FOLLOWING STEPS:

1) Have the Customer IT group provide a network path from the SDS NOAM Server XMI IP to the

assigned NTP Server IP addresses.

2) Once network connectivity is established to the configured NTP Servers, then restart this procedure

beginning with STEP 47.

48 SDS Server NOAM A | $sudo syscheck
Ij or B: Running modules in class system...
Execute a “syscheck” OK
to verify the current Running modules in class proc...
health of the server. OK
Running modules in class net...
OK
Running modules in class hardware...
OK
Running modules in class disk...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
SDS Server NOAM A | $ exit
49. or B:
|:| Exit to return to the
login prompt.
50. . ) }
I:I e Configure SDS Server B by repeating steps 13 - 50 of this procedure.

IF AGGREGATION SWITCHES ARE INSTALLED AND 4948E-F SWITCH CONFIGURATION HAS NOT
BEEN COMPLETED PRIOR TO THIS STEP, STOP AND EXECUTE THE FOLLOWING PROCEDURES:

1) APPENDIXD.1

2) APPENDIX D.2 (Appendix E.2 references Appendix E.3 where applicable).
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51.

[]

SDS Server NOAM A:

From SDS Server
NOAM A, “ping” the
IMI IP address
configured for on SDS
Server B.

$ ping —c 5 169.254.100.12
PING 169.254.100.12 (169.254.100.12) 56(84) bytes of data.

64 bytes from 169.254.100.12: icmp_seq=1 ttI=64 time=0.020 ms
64 bytes from 169.254.100.12: icmp_seq=2 ttI=64 time=0.026 ms
64 bytes from 169.254.100.12: icmp_seq=3 ttI=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp_seq=4 ttI=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp_seq=5 ttI=64 time=0.026 ms

--- 169.254.100.12 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.020/0.024/0.026/0.005 ms

SDS Server NOAM A:

From SDS Server
NOAM A, “ping” the
XMI IP address
configured for on SDS
Server B.

$ ping —c 5 10.250.55.125
PING 10.250.55.125 (10.250.55.125) 56(84) bytes of data.

64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:
64 bytes from 10.250.55.125:

icmp_seqg=1 ttI=64 time=0.166 ms
icmp_seq=2 ttl=64 time=0.139 ms
icmp_seq=3 ttI=64 time=0.176 ms
icmp_seq=4 ttl=64 time=0.209 ms
icmp_seq=>5 ttl=64 time=0.179 ms

--- 10.250.55.125 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

53.

SDS Server NOAM A:

Use “ping” to verify
that SDS Server
NOAM A can reach
the configured XMl
Gateway address.

$ ping —¢ 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1: icmp_seq=1 ttl=64 time=0.166 ms
64 bytes from 10.250.55.1: icmp_seq=2 ttI=64 time=0.139 ms
64 bytes from 10.250.55.1: icmp_seq=3 ttI=64 time=0.176 ms
64 bytes from 10.250.55.1: icmp_seq=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp_seq=5 ttI=64 time=0.179 ms

--- 10.250.55.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms

rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

45
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54,

SDS Server B:

Use “ping” to verify
that SDS Server B can
reach the configured
XMI Gateway
address.

$ ping —c 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1: icmp_seq=1 ttl=64 time=0.166 ms
64 bytes from 10.250.55.1: icmp_seq=2 ttl=64 time=0.139 ms
64 bytes from 10.250.55.1: icmp_seq=3 ttI=64 time=0.176 ms
64 bytes from 10.250.55.1: icmp_seq=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp_seq=5 ttI=64 time=0.179 ms

--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

Note: The following two steps sh

ould be used only if referring Appendix B, else skip to next step

SDS Server NOAM A:

For Gen8: Disconnect
the laptop from the
Server NOAM A,
eth14 Ethernet port.

For Gen9: Disconnect
the laptop from the
Server NOAM A,
eth08 Ethernet port.

HP DIL380p Gen8 Backplane

+—ETH14
+—ETH11

® +——ETH12

B +—ETH12
»

[ 3

ETHO2 —

ETHO2 —| B
ETHO1 —| B

ETHO4 —|®,

Figure5-H

Y
Q

L380 Gen8, Rear Panel (Ethernet)

2

i ETH Jos
. ﬁA 07 06 05

: USB-1
e £

L, i USB-0

ETH
03 04

01 02

Internal 4-Port NIC
Ethernet Ports
EthO1-Eth04

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Figure 6 - HP DL380 (Gen9), DC (Rear Panel)
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56.

[]

SDS Server NOAM A:

For Gen8: Disconnect
the laptop from the
Server NOAM A,
eth14 Ethernet port.

For Gen9: Disconnect
the laptop from the
Server NOAM A,
eth08 Ethernet port.

= o e
™ = =
L T T I
F FFF
| Ry W Ry NN S )
l l l 1 HP DIL380p Gen8 Backplane
2
L]
"\-\.. R W,
Tl
= e e
coo o
IZIIT XTI
==~
[N SN NN
Figure 7 - HP DL380 Gen8, Rear Panel (Ethernet)

ETH
03 04

01 02

Internal 4-Port NIC
Ethernet Ports
Eth01-Eth04

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Figure 8 - HP DL380 (Gen9), DC (Rear Panel)

switchlA:

Connect the laptop to
Port 44 of switch1A
(bottom switch).

Port 1 Port 47 Port 49 Console Port

Port 52

Port 2

Part 48 Ianagemant

Port

Figure 9 - Cisco 4948E-F Switch (Maintenance Access Port)
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58.

[]

Laptop:

Set a static IP address
and netmask within the
Management VLAN for
the laptop’s network
interface card
(169.254.1.100 is
suggested).

o Reference Appendix C. Steps 6-7 if assistance is needed in modifying the laptop’s
network configuration.

SDS Server NOAM A:

Using SSH, login to
Server NOAM A using
its Management VLAN
IP address
169.254.1.11

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

SDS Server NOAM A:

For Gen8: Delete
ethl14

For Gen9:
Delete eth08

For GEN8

$ sudo netAdm delete -—device=eth14
Interface eth14 removed

For GEN9

$ sudo netAdm delete -—device=eth08
Interface eth08 removed

THIS PROCEDURE HAS BEEN COMPLETED

5.2

OAM Pairing (1t SDS NOAM site only)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.
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Step

Procedure

Result

1.

[]

SDS Server NOAM
A:

Launch an approved
web browser and
connect to the SDS
Server NOAM A IP
XMI address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server,

We recommend that you close this webpage and do not continue to
© Click here to close this webpage.

";;j' Continue to this website (not recommended).

@ More information

SDS Server NOAM
A:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript

and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates
Other names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle and/or its affiliates. All rights reserved
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Step Procedure Result
3. SDS Server NOAM Communications Diameter Signal Router Full Address Resolution Co0onat

[]

A:

The user should be
presented the SDS
Main Menu as shown
on the right.

[= =) Main Menu
& (1 Administration
[=1 £3 Configuration
[ 23 Networking
[] Networks
[1] Devices
(3] Routes
[ services
[ servers
[ server Groups
D Resource Domains
[ Places
[ Place Associations
[ [ DScP
[#] (] Alarms & Events *
[+] (] Security Log
[#] (O] Status & Manage
[+ [ Measurements
[#] (] Communication Agent
(%] [C15D8

Main Menu: [Main]

This is the user-defined welcome message.

It can be modified using the 'General Options' item under the "Administ

Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00
Last Login IP:
Recent Failed Login Attempts: 0

SDS Server NOAM
A:

Select...
Main Menu

-> Configuration
- Server Groups

...as shown on the
right.

=] Main Menu
[+ [ Administration
[=] ‘=5 Configurafion
[F] ‘=3 Metworking
@) Networks
[©) Devices
(@) Routes
[ services
[5) servers
[5) server Groups
[5) Resource Domains
[3) Places
[5) Place Associations
[ [ DSCP
[+] [ Alarms & Events
[+] [C] Security Log
[+] [ Status & Manage
[+] (O] Measurements
[+] 1 Communication Agent
[* [ SDS
& Help
[F) Legal Netices
(@ Logout

Main Menu: Configuration -> Server Grouj

Server Group Name

Level Parent
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)
Step Procedure Result
5 iDS Server NOAM Main Menu: Configuration -> Server Groups
Filter -
|:| 1) The user will be
resented with the i
BServer Groups” Server Group Name Level Parent Function Eg:::cuon Servers
configuration screen
as shown on the N
right. .
+| ] Tasks
Files
2) Select the “Insert” a0 EIEEE rements
dialogue button from —' ~ e
the bottom left corner | */ 1 “emmunizstion Agent Insert Report
of the screen. + 1505
Q Help W

[™ Leoal Motices

NOTE: The user may need to use the vertical scroll-bar in order to make the “Insert”

dialogue button visible.

51
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Step

Procedure

Result

6.

[]

SDS Server NOAM
A:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Mame *

Lewel *

Parent *

Function *

WAN Replication Connection Count

Value

- Select Lavel - v|

- Select Parent - |

- Select Function - w]|

1

Description

Unigue identifier used tc
characters are alphanun
digit.] [ value is reqguire

Select one of the Levels
Lewel B groups are optic
required.]

Select an existing Serve

Select one of the Fumcti

Specify the number of T

associated with this Ser

menu.

Ok Apply Cancel
SDS Server NOAM
7. A: Field Value Description
|:| Input the Server Unioue ideniif
Group Name. nigque identifier used
Server Group Name * sds no_grp characters are alphan
digit.] [& value is requ
SDS Server NOAM
8. A: Field Value Description
|:| Select “A” on the Unioue ideniif
“Level” pull-down nigque identifier used
Server Group Name * sds no_grp characters are alphan

digit.] [& value is requ
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)

“Function” pull-
down menu.

Step Procedure Result
SDS Server NOAM

9. A: - Select Parent-

|:| ) Parent * Select an existing Server Group or MONE [4 value is require
Select “None” on the
“Parent” pull-down
menu.

10 SDS Server NOAM

: A: - Select Function -

|:| | nonE

Select “SDS” on the Function * Select one of the Functions supported by

SDS Server NOAM
A:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Info

o ‘ * Pre-Validation passed - Data NOT committed ...

Field Value Description

limimna idantifiar nesd fn lakal @

Main Menu: Configuration -> Server Groups [Insert]

Info =

Adding new server group

Field Value Description
Unigue identifier u

Server Group Name * sds_no_grp characters are alp
digit.] [A walue is ni
Select one of the 1

Level * A ﬂ Lewvel B groups are

required.]

NONE [~]

Parent * Select an existing

Select one of the F

sDs [v]

Function *

L ; Specify the numbe
WAN Replication Connection Count 1 ) . .
associated with thi

Ok Apply Cancel
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Step

Procedure

Result

12.

[]

SDS Server NOAM
A:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

= Data committed!

Field Value

Description

Urnigue identif

A:
Select...
Main Menu

-> Configuration
- Server Groups

...as shown on the
right.

+| (1 Administration
=] ' Configuration

2] =y Metworking

[0 Metworks
. Server Group Name Level Parent
[ Devices
3 Routes sds_no_grp A MOMNE
[ services
[ servers

3 Server Groups

[0 Resource Domains
g

Server Group Name * sds_no_grp characters are
digit.] [& wvalue
SDS Server NOAM 5 Min Menu . . .
13 = A Main Menu: Configuration -> Server Groups

Connection

Count Servers

Function

sDs 1

SDS Server NOAM
A:

The Server Group
entry added in Steps
6 - 12 should now
appear on the
“Server Groups”
configuration screen
as shown on the
right.

Main Menu: Configuration -> Server Groups

Server Group Name Level Parent Function

sds_no_grp A MNOME sSDS

Connection

Count Servers

1
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Procedure 3: Pairing the SDS NOAM Servers (15t SDS NOAM site only)

Step

Procedure

Result

15.

[]

SDS Server NOAM
A:

1) Select the Server
Group entry added in
Steps 6 - 12. The line
entry should now be
highlighted

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server Groups

Server Group Mame Level Parent Function gz::lentmn Servers

{ sds_no_gmm fa NONE i =Ds i1

[

3 Resource Domains

3 Places

:I Place Associations

Insert Edit Delete Report
+] [[] DSCP

=] ‘3 Alarms & Events W

NOTE: The user may need to use the vertical scroll-bar in order to make the “Edit”
dialogue button visible.
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Step

Procedure

Result

16.

[]

SDS Server NOAM
A:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration -= Server Groups [Edit]

Modifying attributes of server group : sd
Flald Walue

Sarver Group Mame * sds_no_grp
Lawval * A

Parant * MNOMNE
Funchion * =Ty L

WM Replication Connection Count 1

508 ME [ Prefer Metwork Element a8 spare

Sanvar 5G Incluslon
SiE-n0-3 [ Inciude In 56
sd6-no-0 O InchsdeIn 55

WIP Aasignment

WIP Address

Ok | Apply | Cancal

5_mo_grp
Deecription
Uniguz Identifler usad to label 3 Server Group. [Defau
and must not s13r win & digh] [& value IS required.]
] Salect onz of the Lavals supparizd oy the Bystem [& v
ﬂ Salect an exsting Server Group [& valus s requirsd ]

[+]  ssl=ctone of the Funcions supported by the eyetem [

Specify tha numbar of TCP connections that wil b2 ug
and .

Prefemed HA Rola

D Presar sander 35 Epare

[] Pretar sarver 38 Bpare

17.

SDS Server NOAM
A:

Select the “A” server
and the “B” server
from the list of
“Servers” by clicking
the check box next to
their names.

sanvar G Inclusion
sta-no-a [ Incude In 5G
se-no-b [ IncudeIn 55

Prefemed HA Rola

D Presar sanver 35 pare

[[] Pretar sarver 35 Bpare
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Step Procedure Result
SDS Server NOAM
18. A: Main Menu: Configuration -= Server Groups [Edit]
|:| 1) The user should be | i _ffa =i
presented with a Into |
banner information o « Pre-valkdation passet - Data NOT commisied . r;rp
message stating
“Pre-Validation g Valis " Description
passed”.
Sarver Group Hame * sds no aro J”F"E |-.3er||.1
2) Select the “Apply”
dialogue button.
ok anml
SDS S NOAM . ) .
19. A erver Main Menu: Configuration -= Server Groups [Edit]
|:| The user should be It~
presented with a LLE _
banner information o  Ceconmmea [TYCF 97OUP : sds_no_grp
message stating
“Data committed”. Value Deacription
SDS Server NOAM
20. A WP Assignment
D Click the “Add” VIP Addreas
dialogue button for
the VIP Address.
SDS Server NOAM =
21. A
|:| ’ VIP Addreas s
Input the VIP | —
Address qCin2¢n 10824 T e
Ok | Apply | Cancal
29 iPS Server NOAM Main Menu: Configuration -> Server Groups [Edit]
]
1) The user should be — |
presented with a -
banner information o = Pre-vfalkalion passad - Data MOT commiisd ... IE
message stating — ! Descrption
“Pre-Validation
passed”. Sarver Group Hame * sds e aro J”F"E I-.3en|.m:?r lfsej . HM .a. SENH e
2) Select the “Apply” 10.24D.108.24 Remove
dialogue button.
O Cancal
57 F12360-01
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Step

Procedure

Result

23.

[]

SDS Server NOAM
A:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -» Server Groups [Edit]

Indz" =
Info
rver group : sds_mo_gn
o + Data commitza! group —no_grp
valus Daacription
Bmmrer Formam Mlame T Jnigue Igentifier used to &

24,

SDS Server NOAM
A:

Click the “Logout”
link on the OAM A
server GUI.

D ——

JEeUpdates | Help | Logged In Account guiadrrinﬂ@

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been paired within a Server Group they must
establish a master/slave relationship for High Availability (HA). It may take
several minutes for this process to be completed.

e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) assigned in
STEP 21 to the SDS
Server Group

@/1 There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercd
server.

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

& Continue to this website (not recommended).

@ More information
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Step

Procedure

Result

27.

[]

SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

LogIn

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please referto the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andfor its affiliates
Other names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle andfor its affiliates. All rights reserved

28.

SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

Communications Diameter Signal Router Full Address Resolution
6.0.0.0.0-80.3.1

=] g Main Menu
[+ 1 Administration
[E 3 Configuration
[5] =3 Networking
[£) Networks
[£) Devices
[£] Routes
3 services
[0 servers
[£) senrver Groups
D Resource Domains

Main Menu: [Main]

This Is the user-defined welcome message.
It can be modified using the 'General Options' item under the "Administ

[0 Places

[3 Place Assaciations Login Name: guiadmin

= psce Last Login Time: 0000-00-00 00:00:00
[#

[+ ] Alarms & Events.

[= (2] Security Log

[ [ Status & Manage

[ 3 Measurements

[+ [C3 Communicaticn Agent
[ [C1SD8

Last Login IP:
Recent Failed Login Attempts: 0

29.

SDS VIP:

Select...

Main Menu

- Alarms & Events
- View Active

...as shown on the
right.

= 5 vanuen
o L] Aamimeanon
= i3 Configuration

Main Menu: Alarms & Events > View Active

e ] T v [SEov v
= 3 Networking
] Natworks
1 Davioas sta_no_grp
] Rautes
7 servces st EventiD Timaetamp saverty Proguct Procass [ server
Al Taxt Additional Info
- 31282 2019805 1034.08.083 0T CLEAR Siattom ek s05_NE senoa
Sesourse Domaing E
: B HA Management Faut Az aua clear
S r— - 31000 201898 05 103408033 0T CLE2R 2tom ruek =08 NE emenoa
[ (aoscr SWFau Az aua clear
- Aarme & Bvents 3228 20180805 1031:52.000 E0T MAJOR Plstiorm ahs S05_NE Py
1 wiew Aciive ] N
; s Degrat (G_ARNINGAVN CONIION M3y IEURE SMETIC ¥ PErEIE -+ 12353 D0Res
1 v saetory HA Avaliablity Status Degraded o Yy e perslsts =

A v TR 1 00
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Step

Procedure

Result

30.

[]

SDS VIP:

Verify whether or not
Event ID 10200
(Remote Database
re-initialization in
progress) is present.

= B Msin Menu
= 3 Administrstion
] Genersl Options
3 [ Access Control

a1 () Sofoware Msnagement

= 3 Remote Servers

[[] LDAP Authenticatio

[) SNMP Trapging
[ Data Export

[] DNS Configurstion

= 3 Configuration
= (3 Networking
[ Networks

[ Devices

Main Menu: Alarms & Events -> View Active (Filtered)

Tasks =
sds_no_grp
Event ID Timestamp
Seq#
Alarm Text

10200 2016-05-05 11:32:23.040 EDT
a2

Remote Datsbase re-initisliztion in prograss

Severity Product Process NE
Additional Info
MINOR oAM ;"“‘SU”FSE“‘E 508_NE

Remocte Datsbase re-initislization in prograss.

IF EVENT ID 10200 (Remote Database re-initialization in progress) IS PRESENT,
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.

SDS VIP:
Select...
Main Menu

- Status & Manage
- Server

...as shown on the
right.

< 2} Man anu
(s 1 Adminisiratcn
=) 3 Conguranen
=) (3 Networking
] Natworcs.
] Davoss
] Rouies
] sevio=:

ey —
& Ciosce
= 3 s & Everts
7 view Actie
7 view Histry
] view Trap Log
(&) (1 Securmy Log
e

Network Exements

Main Menu: Status & Manage -> Server

sarver Hastnams: Natwark Elemant
senos SDS_NE
Edenoh sD5_NE

Zun 5 05 204218 2 E0T

appi stata am o8 Reporting ststus  Proc
Enabiza mETE— o Nom Nomn
DS EENET o Hoam wan

SDS VIP:

1) The “A” and “B”
SDS servers should
now appear in the
right panel.

2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.

Main Menu: Status & Manage -> Server

Zarver Hosiname

EE-No-3

E=-no-D

Network Elament
SDE NS

SOS NE

3535 2005 EOT

Sun Jun OS5 L0
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Step Procedure Result
33 SDS VIP: Sarver Hostname Wetwork Elamant Appl 3tafs  Alm DB mprﬁ:ﬂﬂg Proc
|:| 1) Using the mouse, Eds-N0-3 {505 NE | [NDiESbIEAY | INETT | rorm | Marm {0 Mam
select SDS Server EETE s05.ME [DissEaN EmN o Narm Man
NOAM A. The line
entry should now be il . ;EE;‘L;:‘HE
. . = | E
highlighted. etk Eaments
T Sarvar
2) Select the ] HA
“Restart” dialogue ] Database
button from the e
Y - 2o Restart Rebooct  NTP Sync ort
bottom left corner of __IT;“;’“'E R ame || Rep
the screen. . c
3) ClICk the “OK” Message from webpage lé]
button on the
- . . L Are you sure you wish to restart application software
Conflrmatlon d|a|09ue ¥' onthe following server(s)?
bOX. sds-no-a
4) The user should be || Cancal
presented with a S
confirmation message
(in the banner area) )
for SDS Server Main Menu: Status & Manage > Server
NOAM A stating: .
“Successfully Ater -f: e x
restarted LLL
application”. server Host o » B0E-D-3: SUCCEEEl rectart=d Spplkan. Apl stels | Amn e
EE-N0-E Enablad EE o
Ege-no-b D8 NE DOESHSEN INER Mo
34 SDS VIP: = ffm:;mm Main Menu: Status & Manage > Server .
. = 3 Comfguration
. o s
D Select B iE?‘g :::r::uamams ::t::: Eemant aam :aﬂ :xrmu statun ::D:“
] Servoas o3 S TS EE Mo Moem Man
. e
Main Menu ) nese Do
T N—
- Status & Manage e
T v
- Server v
(a1 (21 Sacurty Log
...as shown on the -
right. B
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State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
before proceeding to
the next Step.

soeno-0 S05_NE

Step Procedure Result
SDS V| P: Main Menu: Status & Manage -» Server _
35. Sun Jun 05 10:41:18 2015 Y
Verlfy that the “Appl sarver Hostname Natwork Elemant 2ppi state aam 0B
sosno-a 505_NE Snatiag ET o

Reporting status
Nom Norm
Nomm

SDS VIP:

1) Using the mouse,
select SDS Server B.
The line entry should
now be highlighted.

2) Select the
“Restart” dialogue
button from the
bottom left corner of
the screen.

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS Server B
stating:
“Successfully
restarted
application”.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Restart” dialogue
button visible.

Server Hosiname Natwork Element Appi stata 2am o8 Regorting Ststus  Proc
e noa S05_ME Enadiad ENET Mo Nomm Narm
i 1805 MNE + [DiESBlag T | SR | e | Nom i Tean

L) Ll SRy Ly
o -3 Stalus & Manage
T Network Elements
Sarvar

stop

Message from webpage

s

P

& on the following server(s)?
sds-no-b

@5% Areyou sure you wish to restart application software

Restart Reboot  NTP Sync

Main Menu: Status & Manage -> Server

Filler: =|: Wfo =

Report

Infc
2arver Haoa'

S o - BUE-no-b: Successhuly restartad application.
sdz-no-b SOS_TE
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Result

37.

[]

SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “DB, Reporting
Status & Proc”
status columns all
show “Norm” for
SDS Server NOAM A
and SDS Server
NOAM B before
proceeding to the
next Step.

Main Menu: Status & Manage -> Server

Sun un 0F 10:28:08

=

server Hostname Nstwork Element

SDS_NE

Appl State
FE—

BdnoE

sds-no-b SDS_NE

meporting Ststus  Froc
Nom Nom

Kam

IMPORTANT:

Wait at least 5
minutes before
proceeding on to the
next Step.

e Now that the server(s) have been restarted they must establish a master/slave
relationship for High Availability (HA). It may take several minutes for this process

to be completed.
e Allow a minimum of 5 minutes before continuing to the next Step.

SDS VIP:

If there is a context
switch, you may be
required to login
again.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

Login
Enter your username and password to log in

Username:
Password: |

Change password

Log n

‘Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Cther names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle andfor its affiliates. All rights reserved
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Step Procedure Result
: =] = Main M . - -
40 SbSvip & MainMery ~  Main Menu: Alarms & Events -> View Active
. + [ Administration
D Select... = 3 Confiquration Tasks ~
[=] ‘3§ Networking
MNetworks
Main Menu % Devices sds_no_grp
[ Routes
- Alarms & Events ) services s —— Timestamp
. . e
- View Active [1) servers a Alarm Text
[1] Server Groups 14101 2016-06-05 10:40:40.471 EDT
[7] Resource Domains &0
...as shown on the [) Places Mo Remote Connections
right. [ Place Assaciations 32532 2016-06-05 10:31:42.553 EDT
+] ] DSCP 5
[=1 iy Alarms & Events Server Upgrade Pending Accept/Reject
[ View Active N
o . 32532 2016-06-05 09:35:07.517 EDT
21 View History 25
[ View Trap Log Server Upgrade Pending Accept/Reject
+| () Security Log
[=] &+ Status & Manage
SDS VIP:
41 . sds_no_gmp
|:| Verify that Event ID
« EventlD  Timest Severi Product P NE 8
14101 ( No remote Seq# ATEI'\ o Imestamp A:\;E:I“r - Toduc! TOCESS erver
. . . . larm le itional info
provisioning clients
are connected”) is the 14101 2016-06-05 10:40:40.471 EDT MAJOR DS xds SDE_NE sds-nc-a
&0
Only a|arm present on Mo Remote Connections SI:F;NFOM'F{N for information enly [Listener.C:453] ** Mo XML client connect...
the system at this
time.
SDS VIP: = BMeinienu . Main Menu: Administration -> Remote Servers -> SNMP Trapping [Insert]
42. = {3 Administration
[&] Genersl Opfions
I:' Select... & O Ao oo
= j i:::fs':::gemﬂ SNMP Trap Configuration Insert for sds_no_grp
Main Menu [ LDAP Authanticatio

- Administration
- Remote Servers
- SNMP Trapping

...as shown on the
right.

[ SMMF Trapping
[] Data Export
[7] DMS Configurstion
= (3 Configuration
= 13 Networking
] Networis
[] Devices
[ Routes
[] Services
[] Servers
[7] server Groups
[] Resource Domains
[ Piaces
[] Fiace Assaciations
& (1 osce
= 3 Alsms & Svents
[ view Active

) Giobal
Configuration Mode * . ]
) Parsite

Manager 1

Manager 2

Manager 3

A configuration mode that deb
required.]

A remote manager to receive
address can either be a valid

and the port number. NOTE -
unique and case-insensitive. 1
canfigured. If the port isn't spe

Ses deseription for Manager 1

See description for Manager 1
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Step Procedure Result
SDS VIP:

43.

I:' Selectively
1)Enable Version field Enabled Versions SNMPv2e . 'SNr-.dE'\.rlZC
changed to SNMPv2c only. 3} "SN
before you select OK SNMPV3 ]
2) Using the cursor Tra - Enatbiz or disabie 5

! ps from Individual Servers [ Ensbied

place a “check” in the Metwork OAMEF sar
check box for “Traps
from Individual
Servers”.

SNMPwvZ Privacy Type AES |w
3) Click the “Ok” e |
dialogue button
located at the bottom
of the right panel. SNMPw3 Password TTITTITY)

Ok Cancel

SDS VIP:

Click the “Logout”
link on the server
GUL.

\ccount guiadmin ¥

Wed Mowv 16 11:23:30 2016 UT

THIS PROCEDURE HAS BEEN COMPLETED
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5.3 Query Server Installation (All SDS NOAM sites)

The user should be aware that during the Query Server installation procedure, various errors may be seen at
different stages of the procedure. During the execution of a step, the user is directed to ignore errors related
to values other than the ones referenced by that step.

Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step Procedure Result

Primary SDS VIP:

1. A

|:| Launch an approved g/] There is a problem with this website's security certificate.
web browser and A

connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server,

NOTE: If presented
with the “security
certificate” warning
screen shown to the @ Click here to dose this webpage.
right, choose the
following option: i Continue to this website (not recommended).
“Continue to this
website (not @ More information
recommended)”.

We recommend that you close this webpage and do not continue to

5 Primary SDS VIP: ORACLE“m

|:| The user should be

presented the login Oracle System Login
screen shown on the Tue May 31 14:34:34 2016 EDT
right.
Log In

Login to the GUI Enter your username and password to log in
using the default user U )
and password. SR

Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

QOracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Qtiver names may be trademarks of their respective owners.

Copyright ® 2010, 2016, Oracle and/or its affiliates. All rights reserved.
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

= g Main Menu
[#] (1 Administration
[=] £3 Configuration
[ 43 Networking
[] Networks
[1] Devices
(3] Routes
[ services
[ servers
[7) server Groups
D Resource Domains
[@ Places
[ Place Associations
(+] [ DSCP
[ (] Alarms & Events
[#] (] Security Log
[#] (7 Status & Manage
[# (] Measurements
[ (3 Communication Agent
[+] 1508

Communications Diameter Signal Router Full Address Resolution
8.0.0.0.0-80.3.1

Main Menu: [Main]

This is the user-defined welcome message.
It can be modified using the "General Options' item under the "Administ/

Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00
Last Login IP:
Recent Failed Login Attempts: 0

Primary SDS VIP:

Select...

Main Menu
-> Configuration
- Servers

...as shown on the
right.

= H Main Menu
= {3y Administration
%] General Options
(] Access Control
(] Softwsere Management
‘3 Remote Servers
[7] LDAP Autnenticatio
[©] SMMP Trapping
[1] Data Export
[7] ONS Configuration
= {3 Configuration
= Networking
[ Networks
[7] Devices
[ Routes
[ Services
[] senars
[] sewver Groups
[]] Resource Domsins
[] Fiaces
[} Fiace Associations
= [C1DscP

~

Main Menu: Configuration -> Servers

Hostname Role System ID

sds-no-a Metwork OAMEP sds-no-a sds_no_grp

sds-no-b Netwark CAMEF sds-no-b sds_no_grp

Primary SDS VIP:

Select the “Insert”
dialogue button.

= 2] Security Log
= {4 Status & Manage

7Y Metwork Elements

T Server
T HA

7% Dstsbase
i KPIs

7| Frocesses

Insert Report

67 F12360-01
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Step

Procedure

Result

6.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Adding a new server

Attribute

Hostname *

Role *

System ID

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

Value

vl

- Select Role -

SD5 HP Rack Mount

- Unassigned - |

Primary SDS VIP:

Input the assigned
“hostname” for the
Query Server.

Adding a new server

Attribute Value

Hostname * gs-sds-1

Description

Unigue name for the server. [Default = n/a. Range
character string. Valid characters are alphanumer
minus sign. Must start with an alphanumeric and 1
alphanumeric_] [A value is required ]

Primary SDS VIP:

Select “QUERY
SERVER?” for the
server “Role” from
the pull-down menu.

Role *

System ID

—
- Select Role -
NETWORK OAMEP
SYSTEM OAM
MP
QUERY SERVER

Select the function of the server [A value is required.]

System |D for the NOAMP or SOAM server. [Default = nfa.
Range = A 64-character string. Valid value is any text string ]
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step

Procedure

Result

9.

[]

Primary SDS VIP:

For Gen8 Server

Select “SDS HP
Rack Mount” for the
Hardware Profile for
the SDS from the
pull-down menu.

For Gen9 Server:

Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest r

SDS TVOE Guest
SD5 HP c-Class Blade W0
505 HP c-Class Blade %2
SDS Cloud Guest
SDS HP Gen% Rack Mount
SDS HP ¢c-Class Blade W1
5DS ESXI| Guest

SDS HP Rack Mount

Hardware Profile

Metwork Element Name *

Location

Ok Apply Cancel

For Gen9 Server, Select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-
down menu.

305 TVOE Guest v

SDS TVOE Guest

SDS HP c-Class Blade VD
SDS HP ¢c-Class Blade V2
SDS Cloud Guest

SDS HP c-Class Blade V1
SDS ESXI Guest

SDS HP Rack Mount

Hardware Profile

Network Element Name *

Location

Ok Apply Cancel

Primary SDS VIP:

Select the Network
Element Name of the
SDS site where the
Query Server is
physically located.

- Unassignad -

Network Element Name * [§s|053)1= Select the nefwork element [A valus is required |

Primary SDS VIP:

Enter the site
location.

Location description [Default = . Range = A 15-character string.

Location
Valid value is any text string ]

Bangalore

NOTE: Location is an optional field.
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)
Step Procedure Result
12 SDS Server NOAM OAM Interfaces [At least one interface is required.]:
. A: Network IP Address Interface
|:| 1) Enter the
MgmtVLAN P MGMT_VLAN (191.168.1.0/22) 191.240.1.11 bond0 WLAN (2)
address for the Query
Server.
INTERNALXMI (10.240.20.0/22) 10.240.20.2 bor v WLAN (3)
2) Set the
MgmtVLAN Interface =
to “bond0” and INTERMNALIMI (192.168.2.0/24) 192.168.2.100 bondD ¥ WLAN (4)
“check” the VLAN
checkbox.
3) Enter the IMI IP Query Server Network IP Address Interface Chvelz:ﬁ'l;lox
address for the Query
_ MgmtVLAN 169.254.1.13
Server. PS'DS QﬁE bondo /
(Primary NE) IMI 169.254.100.13
4) Set the IMI - MgmtVLAN 169.254.1.16
Interface to “bond0” SDS-QS 9 bond0 /
and “check” the (DR NE) IMI 169.254.100.16

VLAN checkbox.

NOTE_1: These IP addresses are based on the info in the NAPD and the Network

Element Config file.

NOTE_2: The MgmtVLAN should only be present when 4948E-F AggregationSwitches
are deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the
IMI network values shown above still apply.
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A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP

NTP Server IP Address

NTP Servers:

NTP Server IP Address

Prefer

Prefer

Step Procedure Result
13 1) Enter the customer
: assigned XMl IP INTERNALXMI (10.240.20.0/22) 10.240.20.2 i v VLAN (3)
address for the Query
Server.
Query Server Network (g/nLQI\I\/IIItr?gt?AI/E?k) Interface Ch\tlalzzﬁgox
Layer 3
(No VLAN tagging No bond1 x
used for XMI) SDS-QS XM
Primary & DR
2) Set the XMI (Primary ) Yes bond0 /
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox.
- OR - 11l CAUTION!!/|
It is crucial that the correct network configuration be selected in Steps 12 & 13 of this

Layer 2 procedure. Choosing an incorrect configuration will result in the need to re-install the OS
(VLAN tagging used and restart the Query Server installation procedure over from the beginning.
for XMI)
2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

14 SDS Server NOAM T —

Add

Server IP Address
for an NTP Server. 10.250.32.10 d Remove
3) Enter 3 NTP NTP Servers:
Server IP address,
repeat (1) and (2) to NTP Server IP Address Prefer Add
enter it.
4) Optionally, click 10.250.32.51 O E—
the “Prefer” checkbox
to prefer one NTP 10.250.32.10 @ Remove
Server over the other.
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Step

Procedure

Result

15.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa

-

Info

o

» Pre-Validation passed - Data NOT committed .

Aftribute Value

Hostname * gs-sds-1| ®
Network IP Address
XMI {10.240.108.0/26) 10.240.108.23

IMI {169,254 2 V26)

NTP Servers:

169.254.2.12

NTP Server IP Address

10.250.32.10

Ok Apply

Canecel

Prefer

Interface

wmi[ ][] WLAN [14)

imi [w] ] WLAN (18]

Add

Remove

Primary SDS VIP:

If the values provided
match the network
ranges assigned to
the NE, the user must
select the ‘Info’ box to
receive a banner
information message
showing that the data
has been validated
and committed

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
0 = Data commitied!
"Afnbute Value

Hostname *

gs-sds-1
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Step Procedure Result
Primary SDS VIP:
=1 = Main Menu . .
17 a N A Main Menu: Configuration -> Servers
I:' Select... = 3 Administration
=] General Options
“’i Filter* =
Main Menu +| [_] Access Control
> Configuration +| (] Software Management Hostname Role g
> Servers [<] ‘{3 Remote Servers
v [ LOAP Authenticatio sds-no-a Network QAM&P 8
[T SMNMP Trapping
...as shown on the j Data Export sds-no-b MNetwork OAMEP 8
right. [X)] DNS Configuration
& £ Configuration qs-sds-1 Query Server
[=] iy Metworking
[7] Networks
[0) Devices
[[] Routes
[0 semvices H
[3) semvers
[0} server Groups
[7) Rescurce Domains
[ Places
18 Primary SDS VIP: Main Menu: Configuration -> Servers
Su
|:| The “Configuration : :
’ Hostname Role System ID Server Group Network Element Location Place Details
->Servers” screen .
sds-no-a Network QAMEP sds-ne-a sds_no_gm SDS_NE Bangalore ¥ 169554
now shows the newly e
added Query Server sds-no-b Net sds-no-b sds_no_gip SDS_NE Bangalore Il 169;54
in the list. gs-sds-1 Query Server SDS_ME Bangalore e
Primary SDS VIP: Main Menu: Configuration -> Servers
19 y
: .
I:' Using the mouse,
Se|eCt the Quel’y Hostname Role System ID Server Group Network Element Location Place
Server' The |Il’le entry sds-no-a Network OAMEP sds-no-a sds_no_gmp SDS_NE Bangalore
Contalnlng the Query =d5-no-b Network OAMSEP sds-no-b sds_no_gm SDS_NE Bangalorz
Server should now be | ; ; ;
- B | ge-sds-1 | Query Server i SDS_NE | Bangalore
highlighted. s i : i
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F1236

0-01

Step

Procedure

Result

20.

[]

Primary SDS VIP:

Select the “Export”
dialogue button.

Main Menu: Configuration -> Servers

Su
Server Network -

Hostname Role System ID Group i Location Place

Metwork
=ds-no-a CAMER sdsz-no-a =ds_no grp  SDS_ME Bangalore
zds-no-b giﬁgg sdsz-no-b =ds_no_grp  SDS_ME Bangalors

Query
qs-sds-1 5 SDS_ME Bangalors
Insert Edit Delete Export = Report

Primary SDS VIP:

21. Main Menu: Configuration -» Servers
The user must select Wed Jun 01 14:
the ‘Info’ box to [ Fiterr ~]{ info_ v
receive a banner info _—<
i i Hostname ils
Isnl’]:g\"/w I’? gtl(;n d?v?lif:agde o + Exported server data in TKLCConfigData.qs-sds-1.sh may I€d ownloaded
g’lk for the f_Query_ sds-no-a OAMEE =TI DN AT AT IMI:|:1'IE\DQ.
erver configuration
data. ne-ere_d Query QNS ME  hannalnma HKMI: 10
Click on the word
“downloaded” to
download and save
the file.
29 Primary SDS VIP: File Download X |5 5]
. — Savein | e USB ) v 2 > @
D 1) CI|Ck the “Save” Do you want to open or save this file? 5 5] TKLCanfigData,sds-mrsvnc-bish
dialogue button. Mame: TKLCConfiglata.qs-mrsync-1.sh Bocemens
Type: sh_auto_file, 1.89KE €
From: 10.250,55.125 Desktop
2) Save the Query _
Server configuration pen | [ save | [Cancel ] || o
file to a USB flash e
driVe. ‘al While files from the Internet can be useful, some files can potentially My it
\ h ter. IF pous do hot trust t . do not
T atie Whasersky e @ o -
My Network | Save as bype: sh Document v

23.

Query Server:

Access the server
console.

Connect to the Query Server console using one of the access methods described in

Section 2.3.
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step

Procedure

Result

24,

[]

Query Server:

1) Access the
command prompt.

2) Log into the server
as the “admusr”
user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

Query Server:

Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of
the Query Server.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Query Server:

Output similar to that
shown on the right
will appear as the
USB flash drive is
inserted into the SDS
Server front USB
port.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write through
sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

NOTE: Press the <ENTER> key to return to the command prompt.

Query Server:

Verify that the USB
flash drive’s partition
has been mounted by
the OS.

$ df |grep sdb

/dev/sdbl 2003076 8 2003068 1% /media/sdbl

NOTE: Search df for the device named in the previous step’s output.

Query Server:

Copy the
configuration file

$ sudo cp —p /media/sdb1/TKLCConfigData.qs-mrsvnc-1.sh /var/TKLC/db/filemgmt/.
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Step

Procedure

Result

29.

[]

Query Server:

Copy the Query
Server configuration
file to the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TLKC/db/filemgmt/TKLCConfigData.qs-mrsvnc-1.sh
Ivarltmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

Query Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

NOTE: This step
varies by server and
may take 3...20
minutes to complete.

**NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 16:17:13 2009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.

Query Server:

Remove the USB
flash drive from the
USB port on the front
panel of Query
Server.

CAUTION: ltis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

Query Server:

Ignore the output
shown and press the
<ENTER> key to
return to the
command prompt.

Broadcast message from admusr (Mon Dec 14 16:17:13 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server. <ENTER>
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Step

Procedure

Result

33.

SDS Server NOAM
A or B:

Verify that the desired
Time Zone is
currently in use.

$ date
Mon Aug 10 19:34:51 UTC 2015

SDS Server NOAM
A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

verify the timezone
was changed.

Otherwise, skip to the
next step.

Example: $sudo set_ini_tz.pl <time_zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone

which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site

installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

$ date
Mon Aug 10 19:34:51 UTC 2015

35 Query Server: $sudo init 6
|:| Initiate a reboot of the
Query Server.
36 Query Server: root@hostnamel “I init 6

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

rootBhostnamel

“I#t bonding: bondB: Removing sla
the permanent HWaddr of ethd#2 :
>t the HWaddr of ethB2 to a different addres

still in use by bond@
nflicts.
onding: bondB: releasing backup interface eth@Z

bonding: bondB: Removing slave ethll

onding: bond@: releasing active interface ethl2

10B0e 0BA0:87:00.8: ethlZ: changing MIU from 15608 to 1560
ponding: bond1l: Removing slave ethdl

116:36 - is
to awoid ¢

Query Server:

1) Access the
command prompt.

2) Login as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>

77
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Procedure 4: Configuring the Query Server (All SDS NOAM sites)

Step Procedure Result
38, Query Server: [admusr@rlghnc-sds-QS ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept
Accept upgrade to Loading Backout::BackoutType::RPM
the Application Accepting Upgrade
Software..

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing '/etc/my.cnf' from RCS repository

INFO: Removing ‘/etc/pam.d/password-auth’ from RCS repository
INFO: Removing '/etc/pam.d/system-auth’ from RCS repository
INFO: Removing ‘/etc/sysconfig/network-scripts/ifcfg-ethO' from RCS repository
INFO: Removing ‘/etc/php.d/zip.ini' from RCS repository

INFO: Removing '/var/lib/prelink/force' from RCS repository
[admusr@rlghnc-sds-QS ~]$

Query Server: $ifconfig |grep in
1) Verifv that the IMI bond0 Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
|:| ) Verify that the bond0.4 Link encap:Etherpe AEretre 4B F1:74:16:34

IP address input in : ' X
Step 12 has been inet addr:169.25484.00.13 Bcast:169.254,100.255 Mask:255.255.255.0
addr 98:4B:E1:74:16:36

applied to “bond0.4”. | bondl  Link encap:Ethernet_H
inet addr:10.250.56.127 Bcast:10.250.55255 Mask:255.255.255.0

2) Verify that the XMI eth01 Link encap:Ethernet HWadar 98.4B:E1:74:16:34

IP address input in eth02  Link encap:Ethernet HWaddr 98:4B:E1:74:16:36

Step 13 has been eth1l Link encap:Ethernet HWaddr 98:4B:E1:74:16:34

applied to “bond1”. ethl2  Link encap:Ethernet HWaddr 98:4B:E1:74:16:36
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0
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40.

[]

Query Server:

From the Query
Server, “ping” the
IMI IP address
configured for SDS
Server NOAM A.

$ ping —c 5 169.254.100.11

PING 169.254.100.11 (169.254.100.11) 56(84) bytes of data.

64 bytes from 169.254.100.11: icmp_seq=1 ttI=64 time=0.021 ms
64 bytes from 169.254.100.11: icmp_seq=2 ttI=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp_seq=3 ttI=64 time=0.006 ms
64 bytes from 169.254.100.11: icmp_seq=4 ttI=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp_seq=5 ttI=64 time=0.006 ms

--- 169.254.100.11 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.006/0.014/0.021/0.007 ms

Query Server:

Use “ping” to verify
that the Query
Server can reach the
configured XMI
Gateway address.

$ ping —¢ 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.

64 bytes from 10.250.55.1: icmp_seq=1 ttI=64 time=0.018 ms
64 bytes from 10.250.55.1: icmp_seq=2 ttl=64 time=0.016 ms
64 bytes from 10.250.55.1: icmp_seq=3 ttI=64 time=0.013 ms
64 bytes from 10.250.55.1: icmp_seq=4 ttl=64 time=0.016 ms
64 bytes from 10.250.55.1: icmp_seq=5 ttl=64 time=0.011 ms

--- 10.250.55.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.014/0.018/0.005 ms

Query Server:

Use the “ntpq”
command to verify
that the server has
connectivity to the
assigned NTP
server(s).

$ ntpq -np

remote  refid stt when poll reach delay offset jitter

+10.250.32.10 192.5.41.209 2u 184 256 175 0.220 46.852 35.598
*10.250.32.51 192.5.41.209 2u 181 256 377 0.176 7.130 22.192

Query Server:

Execute a
“syscheck” to verify
the current health of
the server.

$ sudo syscheck
Running modules in class hardware...
OK
Running modules in class disk...
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
$
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-] {3y Administration

Step Procedure Result
uery Server: exit
aq. | Qe ¥
|:| Exit to the login
prompt.
45, | Primary SDSVIP: F) &) Main Menu Main Menu: Configuration -> Server Groups

Select... £] General Options -
__Fllter* -
|:| +| ) Access Contrel
Main Men +| (2] Software Management Server Group Name Level Parent Function
| u
pla= L ELAl=0 1Y -] iy Remote Servers
9 Configuration j LOAP Authenticatio
j SHMP Trapping =ds_no_arp A MONE 505
- Server Groups
[ Data Export
[7] DNS Configuration
...as shown on the 039 C°’:‘-’t”’a“§"
- =ty Melworking
I’Ight. [0 Metwarke
[} Devices
[7] Routes
[ Semnvices
[ servers
[5) server Groups
[ Resource Domains
[ Places
46 Primary SDS VIP: Main Menu: Configuration -> Server Groups
S
i .
|:| The user will be
. Server Group Name Level Parent Function Connection Count  Servers
Breser]ted Wl.th the Metwork Element: SDS_NE  NE HA Pref: DEFAULT
Conflguratlon > <d5_no_grp a MONE s0s ; Server Node HA Pref VIPs
= sds-no-a 10.240.108.24
Server Groups” sds-no-b 10240106 24
screen as shown on
the right
Primary SDS VIP: ) .
47. Main Menu: Configuration -> Server Groups
I:' 1) Using the mouse,
select the SDS
Server Group
associated an t_he Server Group Name  Lewel Parent Function Egs:fmo" Servers
Query Server being
installed. Metwork Elsment: SDS_NE N
=ds_no_gm A NOME s0S 1 3"“’"’ Node HA F
2) Select the “Edit” SCso A
/ sds-no-o
dialogue button from | il
the bottom left corner
of the screen.
L4
Ingert Edit Delete Report
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Step

Procedure

Result

48.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration = Server Groups [Edit]

Modifying attributes of server group : 3ds_no_grp

Fleld

Fgrver Group Hames *

Lavyal

Parant *

Function

walue

sds_no_grp

NOMNE

WA Replication Connectlon Count 1

SDS_NE [ Prafer Network Elemant 3s spare

Server

sde-no-a

sda-no-b

qga-ade-1

WVIP Apslgnment

VIR Address

3G Incluslon

Include In 26

kA Inclede In 5G

O Inclede In 3G

Description

Unigue Identifiar ueed to labal a Semvar Group. [Deta

Sglact one of the Levels supported by the Eystem [4

Sedact an axisling Server Group [A value ls required.

Sedact one of the Funcllans supparted by the eystem

Spacity the number of TGP conneclione that will b= L

Praferred HA Rola

D Prafer sendar 25 spara

D Prefer senier a6 spars

D Prafer server as gpara

Add

49.

Primary SDS VIP:

Select the “Query

Server” from the list

of “Available
Servers in Network

Element” by clicking
on the check box next

to its name.

Server

sds-no-a

sds-no-b

gs-sds-1

5G Inclusion

Incdude in SG

Incdude in SG

Include in SG

Preferred HA Role

[[] Prefer zervar as spare

[] Prefer server as spare

[ Prefer server as spare
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Step

Procedure

Result

50.

[]

Primary SDS VIP:

Click the “Apply”
dialogue button from
the bottom of the
screen.

VIP Address

10.240.108.24

Ok Can-:'.el

Remowe

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

= Data committed!

Function *

WAN Replication Connection Count

Erver group : sds_no_grp

Salect one of the Fu

505 [+]

1 Specify the number

52.

Primary SDS VIP:

Select...

Main Menu
- Alarms & Events
- View Active

...as shown on the
right.

= =} Main Menu
= 4 Administration
&) General Options
= [ Access Control
=[] Software Management
=1 ‘3 Remote Servers
[] LDAR Authenticatio
:I SMMP Trapping
[[] Data Expaort
[]] DNS Corfigurstion
= ‘o Configuration
=1 ‘] Metworking
[] Mesworis
:I Dievices
[] Routes
:I Sarvices
[ servers

3 Server Groups

e

[[] Resource Domains
3 Places
[ Place Associstions
= [ Dsce
= ‘4 Alarms & Events
[ view Active
[ view History
3 Wiew Trap Log

Main Menu: Alarms & Events -> View Active

O

sds_no_grp

Event ID Timestamp
Seq #

Alarm Text

21283 2018-08-05 11:32:25.354 EDN
[

Lost Communication with server

31233 2018-05-05 11:38:25.348 EDT
18

Lost Commumnication with server

10200 2018-08-05 11:32:23.040 EDT
63

Remote Datzbase re-initialization in progress

14101 2018-05-05 10:40:40.471 EDT
60

Mo Remote Connections

32532 2018-08-05 10:31:42.582 EDN
2

Sarver Upgrade Pending Accept/Reject

32532 2016-05-05 00-33:07.517 ED1

2R
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Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

&) Genersl Options

] Access Caontrol

] Software Management
‘] Remote Servers

[]] LDAF Authenticatio

j SNMP Trapping
[ Data Export
[1] DS Configuration
o1 {3 Configuration
o {3 Metworking
j MNetworis
[] Devices
j Routes
[] services
[] servers
j Server Groups
j Resource Domains
j Places
j Place Associations
& [ DscP
= ] Alarms & Evenis
[ view Actve
[ view History
j View Trap Log
3 [ Security Log
= {4 Status & Manage
17 Network Elements
17 Server
T HA

Server Hostname
gs-sds-1
sds-no-a

sds-no-b

Step Procedure Result
53. SDS VIP: = %’_Z”':ﬂ”:::;@“m ~ Main Menu: Alarms & Events -> View Active (Filtered)
Verify that Event ID & JE'J’"M —
10200 (Remote o — sds_no_p
Database re._ %;ﬁi:ﬁ—t’::;:;m Event ID Timestamp Severity Product Process NE
initialization in [] Data Export ) e Alarm Text Additional Info
prOgI’eSS) is pl’esent H JCQ%E:E:MQUMM - 10200 20160605 11:38:23.040 DT MINOR ] spuSospSene 5o NE
with the QU ery =) 3 Netwariing Remote Dstsbsse re-infisization in progress Remote Detsbase re-inftisizston in prograss
. [] Metworks
Server hostname in 3 bevces
the “Instance” field..
MONITOR EVENT ID 10200 (Remote Database re-initialization in progress).
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED.
54 Primary SDS VIP: = %i:i:;f::;t_ml_ ~  Main Menu: Status & Manage -> Server

Metwork Element
SD3S_NE
SDS_NE
SD3_ME

55.

Primary SDS VIP:

Verify that the “DB
and Reporting
Status” status
columns show
“Norm?” for the Query
Server at this point.
The “Proc” column
should show “Man”.

Main Menu: Status & Manage -> Server

Server Hostname:
gs-5d-1
sdsno-a

sdsno-b

Network Element
305 NE
808 NE
505 ME

Appl State

Enabled
Enabled

Sun Jun 05 11:41:10 2016 £0

Alm DB Reporting Status Proc
T o Norm ﬁ\
E e Norm Norm

m Nom Norm Nom
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56. Prlmary SDS VIP: Server Hostname Network Element Appl State  Alm o8 Rsfaptz'sﬁ"g Proc
|:| 1) Using the mouse, rm— {05 _NE ! [DissBlEaN | [ERE | Norm { Nerm Man
SE|E'Ct the “Query sds-no-a SDS_ME Enabled ERE torm Morm Morm
server” hOStname sds-no-b SDS_NE Enabled Warn MNorm Morm MNorm
The line entry should
now be highlighted.
[ Metwarks
2) Select the [] Devices
“Restart” dialogue [ Routes
button from the [) Serices
bottom left corner of [ senvers
the screen. [] Server Groups
] Resource Domains Stop  Restart Reboot =~ NTP Sync  Report
3) Click the “OK” 1 Plsces
button on the _ )
confirmation dialogue Message from webpage |2
box.
| Aretio:i slTre you wish to r?estart application software
4) The user should be ey g senee)
presented with a
confirmation
message (in the [ ok || cancel
banner area) for the g
“Query Server”
stating:
“Successfully Main Menu: Status & Manage -> Server
restarted : .
application”. :
Server Hosty o Appl State Alm OB
NOTE: The user ma o = gs5-5ds-1: Successfully restarted application.
d t th y gs-5ds-1 Enabled Warn Morm
need to use the
vertical scroll-bar in sds-no-a SDOS_ME Enabled ET Horm
Order to make the sds-no-b S0DS_ME Enabled Warn Morm
“Restart” dialogue
button visible.
Primary SDS VIP: :
S7. Server Hostname Network Element ::::L Alm )=} E;?EI:I na Proc
Verify that the “Appl
State” now shows gs-sds-1 S05_NE Enabled Warn Morm Morm Morm
“Enabled” and that sds-no-a SDS_ME Enabled |G Morm Morm MNorm
the “Alm’ DB’ sds-no-b S05_NE Enabled Warn Morm Morm Morm

Reporting Status &
Proc” status columns
all show “Norm” for
the “Query Server”.

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

[] Pause Updstes | Help

Logged in Account guiadmin ﬂ | Log Out
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5.4 OAM Installation for the DR SDS NOAM site

Assumptions:

e This procedure assumes that the SDS Network Element XML file for the Disaster Recovery SDS
Provisioning site has previously been created, as described in Appendix E.

e This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files
can exist on any accessible drive.

Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

Primary SDS VIP:

1 o
|:| Launch an approved g/] There is a problem with this website's security certificate.
web browser and .

connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercs

senser.,
NOTE: If presented

with the “security

certificate” warning
screen shown to the @ Click here to close this webpage.
right, choose the ]
following option: & Continue to this website (not recommended).
“Continue to this
website (not & More information
recommended)”.

We recommend that you close this webpage and do not continue to

5 Primary SDS VIP: ORAC LE“”

I:' The user should be

presented the login Oracle System Login
screen shown on the Tue May 31 14:34:34 2016 EDT
right.
Log In

Login to the GUI Enter your username and password to log in
using the default U )
user and password. Semame:

Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please referto the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Oracle and/or its affiliates. All rights reserved.
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

[= =) Main Menu
[ (1 Administration
[= £3 Configuration
[ 3 Networking
[ Networks
[ Devices
[@ Routes
[ services
[3) servers
[5) server Groups
D Resource Domains

Communications Diameter Signal Router Full Address Resolution
6.0.0.0.0-80.3.1

Main Menu: [Main]

This is the user-defined welcome message.
It can be modified using the 'General Options' item under the "Administ

[0 Places
[[) Place Associations Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00
[+ C1DscP Last Login IP:
[ (] Alarms & Events » Recent Failed Login Attempts: 0
[+ (] Security Log
[+ (] Status & Manage
[+ (] Measurements
[+ (] Communication Agent
[+ 1808
4 Prl m ary SDS VI P - gza‘;ﬁ:;mw Main Menu: Configuration -> Networking -> Networks
- i 31 14139:27 20
. wofr=yhidiiting Tue May 31 14:38:27 2010
5] 3 Networking
Select... s f—
3 oevees Global
Routes
) j Se:wz - Network Name Network Type  Defaull  Locked  Routed  VLAN ﬁ‘::rﬁ(g;';:u Network
Main Menu 0 seres
_— [) server Groups:
H H [) Resource Domains
-> Configuration .
[ Place Associations
- Network Elements @ Qyosce
4 (1) Alarms & Events
[ (3 Security Log
4 (%) Status & Manage
& £ Measurements
...as shown on the 1 23 Commncaton Agen
: = (7808
n g ht & Help
[1) Legal Notices
Logout
po— neport]  [nsertnemork Cemest To create a new Network Element, upload a vaiid configuratio
Browse.
Primary SDS VIP:
5 Insert Report Insert Network Element To create a new Network Element, upload a valid configuration file

From the
Configuration /
Network Elements
screen...

Select the
“Browse” dialogue
button (scroll to
bottom left corner of
screen).

Browse..

Copyright © 2010, 2016, Oracle and/or its affilistes. Al rights reserved.
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Step Procedure Result
6 Primary SDS VIP: Choose file E|§|
|:| Note: This step Loskjn: | e USE [E) [ cf B
assumes that the Y NG_DEY.ne.xml
xml files were Mtsﬁ t =] MO_DEY.nexml
previously prepared, Documonts | = 0-PEVne i
as described in (f
Appendix E. DT
1) Select the e
location containing ty Documents
the site .xml file. -_11,3
My Computer
2) Select the .xml .
file and click the hﬁ
“Open” dialogue My Network  File name: [DR_NO_DEV.ne.ami -] Open |
button Places
. Filesof type:  [All Files [*¥] | Cancel
7. Pri mary SDS VIP: Insert REport Insert Network Element To create a new Network Element, upload a valid configuration file:
C:\Users\gurjeesiDeskto| Browse. Upload File
D SE|eCt the “Upload Copyright & 2010, 2016, Oracle and/or its affiliates. All rights reserved.
o
File” dialogue e
button (bottom left e
corner of screen).
Primary SDS VIP: -
8 ORACLE

If the values in the
xml file pass
validation rules, the
user must select the
‘Info’ box to receive
a banner information
message showing
that the data has
been successfully
validated and
committed to the

= 2 Main Menu
[+] [C7 Administration
[=] ‘3 Configuration

Main Menu: Configuration ->» Networking -> Networks

= Networkin: T
BQ 9 Info

[ Networks

D Devices o ‘ = Metwork Element insert successful from fimp/SDS NO xml
3 Routes

3 services &

Main Menu: Configuration -> Networking -> Networks

ked Routed VLAN

DB. Info  ~
Global |
Configured
Network Name Network Type Default Locked Routed VLAN e Network
Pt OAM Yes Yes Yes 14 0 10.240.105.0/26
1M1 OAM No Yes No 13 0 169.254.2.0v26
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Step

Procedure

Result

9.

Primary SDS VIP:

= =) Msin Menu
= 4 Administration

T

Main Menu: Configuration -> Servers

Ok | Apply || Cancel

I:' 1) Select... 5] Genersl Opi
5| Genersl Opans [Fiter_~]
Filter* =
] = [ Access Control
Main Menu & [ Software Management Hostname Role
- Configuration o) 5 Remote Servers
> Servers j LOAP Authanticatio sds-no-a Metwork CHMEP
) SMMP Trapping
I sds-no-b Metwork CAMEP
Data ort
...as shown on the B oNS ?;m -
right' j N s s-5ds-1 Query Server
T ‘ Configuration g ¥
= s Mebworking
2) Select the ) Metworks
“Insert” dialogue ) Deviess
button (bottom left 7 Routes
corner of screen). )
[] Services
:I Sarvers
[7] server Groups
[7] Resource Domains
[] Fisces
:I Flace Associations
@ [ DscrP
= ‘4 Alarms & Events
[ view Active
.- .
10. Primary SDS VIP: Adding a new server
I:' The user is now
presented with the Attribute valug Descrp
“Adding a new
serv_er” - Hostmame * wniauer
configuration : walug I |
screen.
Raola * - Select Role - £ Selactm
Syatem ID Systam |
Hardware Profila 505 HP Rack Mount ﬂ Hardwar
Hetwork Element Name * - Unassigned - w| Select
Location Lozation
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

Primary SDS VIP:

11.
Inout the assi ned Hostname * T Unigue r'am.e for the ser'..'er. [Defaull
p g alphanumeric and end with an alpha
“hostname” for DR

NOAM Server.

Primary SDS VIP:

12.
- Select Role -
|:| Select “NETWORK Raole * Salect the
OAM&P” for the SYSTEM OAM
server “Role” from MP
the pull-down menu. QUERY SERVER
System 1D System D
Primary SDS VIP:
13. y
I:' Input the assigned System ID dr-sds-no-a System ID for

hostname again as
the “System ID” for
the SDS DR Server
(A or B).
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Step Procedure

Result

Primary SDS VIP:
14, y

[]

For Gen8 Server:

Select “SDS HP
Rack Mount” for the
Hardware Profile
for the SDS from the
pull-down menu.

For Gen9 Server:
Select “SDS HP
Gen9 Rack Mount”
for the Hardware
Profile for the SDS
from the pull-down
menu.

For Gen8 select “SDS HP Rack Mount” from the Hardware Profile pull-down menu.

SDS TVOE Guest v

SDS TVOE Guest
SDS HP c-Class Blade V0
SDS HP c-Class Blade V2
SDS Cloud Guest
SDS HP Gen% Rack Mount
SDS HP c-Class Blade W1
SDS ESX] Guest

SDS HP Rack Mount

Hardware Profile

Metwork Element Mame *

Location

Ok Apply Cancel

For Gen9 select “SDS HP Gen9 Rack Mount” from the Hardware Profile pull-down menu.

SDS3 TVOE Guest v

SDS TVOE Guest
SDS HP c-Class Blade VD
SDS HP c-Class Blade V2
SDS Cloud Guest
305 HP ¢-Class Blade W1
SDS ESX| Guest

Hardware Profile

Metwork Element Name =

Select the Network
Element Name for
the SDS from the
pull-down menu.

Location
SDS HP Rack Mount
Ok Apply Cancel
15 Primary SDS VIP:

Network Element Name *= BRI S Select the network element [A value is required ]

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,
as seenin Step 17.
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Step Procedure Result
Primary SDS VIP:
16. Location bangalore Lotcation description [Defaub
|:| Enter the site
location.
NOTE: Location is an optional field.
SDS Server NOAM
17. A:
XMI (10.240.108.0/26) 10.240.108.13 xmilw] [ WLAM (14)
1) Enter the
MgmtVLAN IP
address for the DR IMI (169.254.2 0/26) 169.254.2.2 imi [v] [ WLAN (15)
SDS Server.
2) Set the SDS Server VLAN
MgmtVLAN (DR NOAM) Network IP Address Interface Checkbox
Interface to MgmtVLAN 169.254.1.14
“ ” gm . i
chec e IMI 169.254.100.14
checkbox.
MgmtVLAN 169.254.1.15
DR SDS-B bond0 /
3) Enter the IMI IP IMI 169.254.100.15

address for the DR
SDS Server.

4) Set the IMI
Interface to
“bond0” and
“check” the VLAN
checkbox.

NOTE_1: These IP addresses are based on the info in the NAPD and the Network Element

Config file.

NOTE_2: The MgmtVLAN should only be present when 4948E-F AggregationSwitches are

deployed with SDS NOAM / Query Server RMS. If the MgmtVLAN is not present, the IMI
network values shown above still apply.
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
18 1) Enter the
) customer assigned -
XMI IP address for SDS Server Network | ,VLAN tagging Interface LA
the DR SDS Server. (DR NOAM) (on XMI network) Checkbox
EEE DR SDS NOAM No bond1 X
(No VLAN tagging Server XMI
used for XMI) (AorB) Yes bond0 /
2) Set the XMI
Interface to
“bond1” and “DO
NOT check” the 11l CAUTION!!!|
VLAN checkbox. It is crucial that the correct network configuration be selected in Steps 17 & 18 of this
-OR - procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DR SDS installation procedures over from the beginning.

Layer 2
(VLAN tagging used
for XMI)
2) Set the XMI
Interface to
“bond0” and
“check” the VLAN
checkbox.

19 SDS Server NOAM NTP Servers:

A:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click
the “Prefer”
checkbox to prefer
one NTP Server
over the other.

NTP Server IP Address Prefer

NTP Servers:

NTP Server IP Address Prefer Add
10.250.32.10 0 Remove
NTP Servers:

NTP Server IP Address Prefer Add
10.250.32.10 Remove
10.250.32 .51 Remove
10.250.32.129 2 Remove

Ok cancel
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

20.

[]

Primary SDS VIP:

1) The user should
be presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
o = Pre-validation passed - Data NOT committed ...
TAfiribute Value

Hostname * dr-sdz-no-3
Metwork IP Address Interface
XM (10.240.108.0/28) 10.24D0.108.13 xmiﬂ [ WLAM (14)
IMI [169.254.2.0/26) 169.254.2.3 imi [v] [ wiem (15)
NTP Servers:

MNTP Server IP Address

10.250.32.10

Ok Apply Cancel

O Remove

Primary SDS VIP:

If the values
provided match the
network ranges
assigned to the NE,
the user must select
the ‘Info’ box to
receive a banner
information
message showing
that the data has
been committed to
the DB.

Main Menu: Configuration -> Servers [Insert]

______ Info.__¥!
Info
0 - Dats committed!
“Affribute Value
Hostname * dr-sds-no-a
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)
Step Procedure Result
Primary SDS VIP: i
22. = I MainMenu ~ Main Menu: Configuration -> Servers
Select I {3 Administration
e =] Ge | Opti -
[] ) cerert vt
Main Menu & [ Software Management Hostname Role System ID
. . = ' Remote Servers
- Configuration [7] LDAP Authenticatio sds-no-s Network OAMEP sds-no-a
- Servers [] SNMP Trapping
j Diats Esport sds-no-b MNetwork JAMEP sds-no-b
[[] DS Configuration
...as shown on the = £3 Configuration gs-sds-1 Query Server
right. = 3 Networki
g _vij N:'\l\.lr:rgﬁ dr-sds-no-8 Metwork OAMEP dr-sds-no-a
[] Devices
j Routes
[ services
] servers
[] server Groups
"
j Resource Domains
[} Ptaces
[] Place Assodiations
= [ DscP
= ‘3 Alarms & Events
[ view Active
[ view Histary
o3 | Primary SDSVIP: | yain Menu: Gonfiguration -> servers
Sun Jun 05 15:13:33 2046
D On the
“Configuration
eservers” screen, Hostname Role System ID Server Group :m‘: Location Flace Details
flnd the neWIy added sds-no-a giﬁ:;g sds-no-a sds_no_grp SDE_MNE Bangalors m;l:l:11ﬁgl.22‘;112£.:§l13
DR NOAM Serverin Network - XMI: 10.240.1028.21
the I|St. sds-no-b OCAMEP sds-no-b sds_no_grp SDS_NE Bangalore IMI: 160.254.2.11
ry Server sds_no_grp SDE_MNE Bangalore |x|\.r'|.;"115|:922‘é?412[::|6:23
dr-sds-ng-s gi?_:;g dr-sds-no-a SDE_MNE Bangalars m;"ﬂﬁngi‘;iggm
> Primary SDS VIP: Main Menu: Configuration -> Servers
4. Sun Jun 05 15:13:2
I:' Use the cursor to
select the new DR Network _ )
NOAM server entl’y Hostname Role System D Server Group Element Location Place Deetails
g?ded]!g thzel sds-no-a g?i:;g sds-no-a sds_no_grp SDS_ME Bangslore mr;l:1la[;'.2:;?{.12|?§'18
eps - . = -
p sds-no-b gﬁ:;ﬁ sds-no-b sds_no_grp SDS_ME Bangalore m:ll118[;!;‘2;112ﬂ?121
The row Contalnlng gs-sds-1 Query Server sds_no_grp SDS_ME Bangalore mﬂl]lﬁ%i‘;ﬂ;ﬂ?ﬁB
the server should | s nos Network e o {sDsNE | Bengaioce MR
now be highlighted. : : ' ' '
o5 Primary SDS VIP: édr_sds_nn_e ey édr—sds—no—a SDS_NE Bangslor ml‘llél:éiﬁgugla
Select the “Export”
|:| dialogue button
(bottom left corner of
screen). Insert || Edit | Delete | Export || Report
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

26 Primary SDS VIP:

- The user must Main Menu: Configuration -> Servers

I:' select the ‘Info’ box Frer ] v v
to receive a banner = bR T
information Info ——e
Lnoeviﬁﬁ)gae(j Tgiﬁgﬁ;e Hostname o = Exported server data in TKLCConfigData.dr-sds-no-a.sh “@mm
g:tg/er configuration sds-no-a CAMAE SOSTIORE SOS TR g SO Targalon
Click on the word
“downloaded” to
download and save
the SDS DR NOAM
server configuration
file.

7. Primary SDS VIP: P — 3

D 1) ClICk the “Save" Do you want to open or zave thiz file?
dialogue bUtton' cu Mame: TKLCConfigData.drsds-dallastx-a.sh

Tupe: sh_auto_file, 2.31KE

2) SaVe the SDS DR From: 10.250,55,125
NOAM server Open ] [ Save ] | Cancel |

configuration file to a
USB flash drive.

.
|a|
k.

L

zave this file. What's the nzk?

While files from the Internet can be useful, some files can potentially
harm your computer. |f you do not tust the source, do ot open or

Save As @
Savein | USE [E) | o [T
N
My Recent
Documents
=
=
Desktop
My Documents
My Computer
File name: Save
]
MyMetwork,  Save sstpe: | sh Document v [ ceneal |

SDS DR NOAM
Server:

Access the server
console.

Connect to the SDS DR NOAM Server console using one of the access methods described

in
Secti

on 2.3.
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
29 SDS DR NOAM login: admusr

~ | Server: Using keyboard-interactive authentication.
I:' Password: <admusr_password>

1) Access the
command prompt.

2) Log into the
server as the
“admusr” user.

SDS DR NOAM
Server:

|:| Insert the USB flash
drive containing the
server configuration
file into the USB port
on the front panel of .
the server. Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SDS DR NOAM $ sd 3:0:0:0: [sdb] Assuming drive cache: write through
I:'| Server: sd 3:0:0:0: [sdb] Assuming drive cache: write through <ENTER>

Output similar to that
shown on the right NOTE: Press the <ENTER> key to return to the command prompt.
will appear as the
USB flash drive is
inserted into the
SDS Server front
USB port.

SDS DR NOAM $ df |grep sdb
D‘ Server: /dev/sdbl 2003076 8 2003068 1% /media/sdbl

Verify that the USB
flash drive’s partition
has been mounted
by the OS
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

SDS DR NOAM $ sudo cp —p /media/sdb1/TKLCConfigData.dr-sds-no-a.sh /var/TKLC/db/filemgmt/.
33. Server:
|:| Copy the

configuration file to

the SDS server with
the server name as
shown in red

SDS DR NOAM
Server:

Copy the server
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname from the
file name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.dr-sds-no-a.sh
Ivar/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SDS DR NOAM
Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR = 3-20 MINUTES ***
Broadcast message from admusr (Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

NOTE: The user should be aware that the time to complete this step varies by server and
may take from 3-20 minutes to complete.

SDS DR NOAM
Server:

Remove the USB
flash drive from the
USB port on the
front panel of OAM
server.

CAUTION: ltis
important that the
USB flash drive be
removed from the
server before
continuing on to the
next step.

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

37.

SDS Server NOAM
A or B:

Verify that the
desired Time Zone
is currently in use.

$ date
Mon Aug 10 19:34:51 UTC 2015

SDS Server NOAM
A or B:

If the desired Time
Zone was not
presented in the
previous step...

Configure the Time
Zone.

Otherwise, skip to
the next step.

Example: $sudo set_ini_tz.pl <time_zone>

NOTE: The following command example sets the time to the “UTC” (aka GMT) time zone
which is recommended for all sites.

The user may replace, as appropriate, with the customer requested time zone for this site
installation. See Appendix G for a list of valid time zones.

$ sudo set_ini_tz.pl “Etc/UTC”

39 Server NOAM A: $sudo init 6

|:| Initiate a reboot of
the OAM server.

40 SDS DR NOAM [rootBPhostname1322679281 ~1# init 6
Server:

Wait ~9 minutes

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

[root@hostnamel322679281 ~1# bonding: bondB: Removing s Be
Warning: the permanent HWaddr of ethBZ - 98:4B:E1:6F:74:56 -
bondd. Set the HWaddr of ethBZ to a different address to avo

yonding : bondB:
still in use by
pnf licts.

yonding: bond@:
onding: bond@:
bonding: bond@:
onding: bondB:
:1000e BABA:B7:08.08: ethl2: changing MIU from 1588 to 1560

releasing active interface ethd2

making interface ethlZ the new active one.
Removing slave ethld

releasing active interface ethl2

bonding: bondl: Removing slave ethBl

SDS DR NOAM
Server:

1) After the reboot,
access the
command prompt.
2) Log into the
server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
42 SDS DR NOAM $ifconfig |grep in
: Server:

[]

1) Verify that the IMI
IP address input in
Step 18 has been
applied to
“bond0.4”.

2) Verify that the
XMI IP address
input in Step 17 has
been applied to

bond0 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
bond0.4 Link encap; 0R:4B:E1:74:15:2C

vveacré

eth01 Link encap:Etherné :14B:E1:74:15:2C
eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
ethll Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
ethl2 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
lo  Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

“bond1”.
43 SDS DR NOAM $ ntpq -np
Server B: remote refid  sttwhen poll reach delay offset jitter

Use the “ntpq”
command to verify
that the server has
connectivity to the
assigned Primary
and Secondary NTP
server(s).

+10.250.32.10 192.5.41.209
*10.250.32.51 192.5.41.209

2u 59 64 377 0.142 -2468.3 99.875
2u 58 64 377 0.124 -2528.2128.432

IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.

2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN RESTART
THIS PROCEDURE BEGINNING WITH STEP 44.

SDS DR NOAM $ sudo syscheck
44, s . ) i
erver. Running modules in class hardware... OK
I:‘ Execute a Running modules in class disk... OK
“syscheck” to Running modules in class net... OK
verify the current Running modules in class system... OK
health of the server. | Running modules in class proc... OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
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Step Procedure Result
45 SDS DR NOAM $ exit
: Server: logout

[]

Exit from the
command line to
return the server
console

e Configure DR SDS Server B by repeating steps 9 - 45 of this procedure.

IF 4948E-F SWITCH CONFIGURATION HAS NOT BEEN COMPLETED PRIOR TO THIS STEP, STOP AND

EXECUTE THE FOLLOWING STEPS:

1) APPENDIX D.1
2) APPENDIX D.2 (Appendix D.2 references Appendix D.3 where applicable).

DR SDS Server
NOAM A:

From DR SDS

Server NOAM A,
“ping” the IMI IP
address DR SDS
NOAM Server B.

$ ping —¢ 5 169.254.100.15

PING 169.254.100.14 (169.254.100.15) 56(84) bytes of data.

64 bytes from 169.254.100.15: icmp_seqg=1 ttI=64 time=0.021 ms

64 bytes from 169.254.100.15: icmp_seq=2 ttI=64 time=0.011 ms

64 bytes from 169.254.100.15: icmp_seq=3 ttI=64 time=0.020 ms

64 bytes from 169.254.100.15: icmp_seq=4 ttl=64 time=0.011 ms

64 bytes from 169.254.100.15: icmp_seqg=5 ttI=64 time=0.023 ms<CTRL-C>

--- 169.254.100.15 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.017/0.023/0.005 ms

DR SDS NOAM
Server(s):

A&B

Use “ping” to verify

that the DR SDS
NOAM Server can

now reach the local

XMI Gateway
address.

$ ping 10.250.55.161

PING 10.250.55.161 (10.250.55.161) 56(84) bytes of data.

64 bytes from 10.250.55.161: icmp_seqg=1 ttl=64 time=0.021 ms

64 bytes from 10.250.55.161: icmp_seq=2 ttl=64 time=0.017 ms

64 bytes from 10.250.55.161: icmp_seq=3 ttl=64 time=0.017 ms

64 bytes from 10.250.55.161: icmp_seq=4 ttI=64 time=0.022 ms

64 bytes from 10.250.55.161: icmp_seq=5 ttl=64 time=0.012 ms<CTRL-C>

--- 10.250.55.161 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms
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Procedure 5: Configuring the DR NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

DR SDS Server(s): $ ping —c 5 10.250.55.126

A&B PING 10.250.55.126 (10.250.55.126) 56(84) bytes of data.

64 bytes from 10.250.55.126: icmp_seq=1 ttl=64 time=0.021 ms
Use “ping” to verify | 64 bytes from 10.250.55.126: icmp_seq=2 ttl=64 time=0.017 ms
that the DR SDS 64 bytes from 10.250.55.126: icmp_seq=3 ttl=64 time=0.017 ms
Server can now 64 bytes from 10.250.55.126: icmp_seq=4 ttl=64 time=0.022 ms

reach the Primary . _E HI—RA Hrma
SDS VIP address. 64 bytes from 10.250.55.126: icmp_seq=5 ttl=64 time=0.012 ms<CTRL-C>

49.

--- 10.250.55.126 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

THIS PROCEDURE HAS BEEN COMPLETED
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5.5 OAM Pairing for DR SDS NOAM site

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step Procedure Result

Primary SDS VIP:

1. =
|:| Launch an approved &/] There is a problem with this website's security certificate.
web browser and =

connect to the XMI
Virtual IP Address
(VIP) of the Active
SDS site

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercd
Server,

NOTE: If presented
with the “security
certificate” warning
screen shown to the & Click here to close this webpage.
right, choose the
following option: 9 Continue to this website (not recommended).
“Continue to this
website (not = More information
recommended)”.

We recommend that you close this webpage and do not continue to

5 Primary SDS VIP: ORACLEam

|:| The user should be

presented the login Oracle System Login
screen shown on the Tue May 31 14:34:34 2016 EDT
right.
LogIn

Login to the GUI Enter your username and password to log in
using the default user U }
and password. Semame.

Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Qracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2018, Oracle and/or its affiliates. All rights reserved.
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)
Step Procedure Result
Primary SDS VIP: Communications Diameter Signal Router Full Address Resolution
3. ) 8.0.0.0.0-80.3.1

[]

The user should be
presented the SDS
Main Menu as shown
on the right.

= g Main Menu
[#] (1 Administration
[=] £3 Configuration
[ 43 Networking
[] Networks
[1] Devices
(3] Routes
[7] senvices
[ servers
[ server Groups
D Resource Domains
[ Places
[] Place Associations
(+] [ DSCP
[ [ Alarms & Events v
[#] (] Security Log
[#] (O] Status & Manage
[#] (] Measurements
[ [ Communication Agent
(%] 1508

Main Menu: [Main]

This is the user-defined welcome message.
It can be modified using the 'General Options' item under the "Administ/

Login Name: guiadmin
Last Login Time: 0000-00-00 00:00:00
Last Login IP:
Recent Failed Login Attempts: 0

Primary SDS VIP:

= = Msin Menu
= {3 Administration

. Main Menu: Configuration -> Server Groups

[ ] | setect 5) Gerc Oprs
3 [ Access Contral
i 3] [ Sofware Management
w ol = Server Group Name Level Parent Function e
> Confi i = ‘- Remote Servers Courny
onfiguration [ LDAP Authenticatio
- Server Groups [] SMMP Trapping
[ Data Export sds_no_grp A MONE 08 1
DMS Configurati
...as shown on the - "nr%;.Jm‘io"u aursten
rlght' = 43 Mebworking
j Metworks
[] Devices
j Routes
j Sarvices
[] servars i
] Senver Groups
:| Resource Domains
[] Pizces
] Place Associstions
5 Primary SDS VIP: Main Menu: Configuration -> Server Groups
. Sun Jun 05 15:28:42 2016
I:' 1) The user will be
resented with the .
Bserver Groups" Server Group Name Level Parent Function gg::chon Servers
configuration screen Metwork Element: 8DS_NE  NE HA Pref. DEFAULT
as shown on the sds_no_grp A NONE sos 1 qie;;r] ode HA Pret 10240 108,28
r| g ht sds-no-a 10.240.102.24
' sds-no-b 10.240.108.24
[13 ti e —
2) Select the “Insert o 3 Alarms & Events
dialogue button from [ view Active
the bottom left corner 7 view History
of the screen. [ viewTrap Log
= [ Security Log
= {3 Status & Manage
_' Metwork Elemeanis Insert Report
7 Server
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Step

Procedure

Result

6.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Field

Server Group Name *

Lewel *

Parent *

Fumction *

Value

- Select Level -[w]

- Select Parent -[w|

- Select Function -[w]

WAN Replication Connection Count 1

Description

Unique identifier used to labs
‘/alid charactars are slphanu
start with a digit.] [A value is

Salect one of the Levels sup
senvers. Level B groups are
senvers.] [A value is reguired

Salect an existing Server Gn

Salect one of the Functions :

Specify the number of TCP ¢
associated with this Saner C

Select “A” on the
“Level” pull-down
menu.

Level *

Ok Apply Cancel
7 Primary SDS VIP: Field Value Description
I:' Input the Server
Group Name. Unique identifier used
Server Group Name * dr_sds_agrp alid characters are s
start with a digit.] [Aw
Primary SDS VIP:
8
- Select Level -

Select one of the Levels supported by the s
contain S0AM servers. Level C groups con

Primary SDS VIP:

Select Parent
“NONE” on the pull-
down menu.

Parent *

- Select Parent-

Select an existing Server Group or NOMNE [A value iz required.]
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
10 Primary SDS VIP:
. NONE
|:| SeleCt usnsu on the Function * SDS_ Select one of the Functions supported by the system [A value is required ]
“Function” pull-
down menu.
Primary SDS VIP: . § i
11. Main Menu: Configuration -> Server Groups [Insert]
|:| 1) The user should be | ~ —————
presented with a F info v
banner information Info
message stating
“Pre-Validation - Pre-Validstion passed - Data NOT committed .
passed”.
Field Value Description
2) Select the “Apply”
dialogue button. Unique identifier usad tc
Server Group Name * dr_sd=s _grp Walid characters are alp
start with a digit.] [& val
Parent * MNOME ﬂ Sale
Function * SDs ﬂ Sale
__— i Spe
WAN Replication Connection Count 1
8550
Ok Apply Cancel
Primary SDS VIP: . ) .
12. Main Menu: Configuration -> Server Groups [Insert]
|:| The user should be
presented with a [
banner information =
message stating
Data committed”. o Tl T
Field Value Description
Urnique identifi
Server Group Name * dr_sds_grp Walid characta
start with a dig
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Insert Edit Delete Report

Step Procedure Result
Primary SDS VIP: .
i Main Menu R _ _
13. A “ ~  Main Menu: Configuration -> Server Groups
|:| Select =1 {4 Administration
:-;,] General Options _
] = [ Access Control
Main Menu = [ Software Management .
S Configuration = =3 Remote Servers Server Group Mame Level Parent Function
> Server Groups _'I LDAF Authenticatio dr_sds_grp A MOME =inld
p
J SMNMP Trapping
[7] Data Export
...as shown on the [ i
right [} DNS Configurtion sds_no_gmp A NONE sDS
! = 3 Configuration
=1 i Metworking
3] Metworks
J Devices
[] Routes
J Sarvices
J Servars i
[] server Groups
J Resource Domains
J Places
[] Fl=ce Associstions
= [T DSCP
Primary SDS VIP: Main Menu: Configuration -> Server Groups
14
) Sun Jun 05 15:33:11 201
|:| The Server Group
entry should be :
Shos\lln on the Server Group Name Level Parent Function gg::chon Servers
“Server Groups” dr_sds_gmp A NOME s0% 1
configuration screen Network Element: SD5_NE  NE HA Pref. DEFAULT
Server Node HA Pref VIPs
as shown on the sds_no_grp A MONE sDs 1 gs-sds-1 10.240.108.24
r| ht sds-no-a 10.240.108.24
gnt. sds-na-b 10.240.108.24
Primary SDS VIP: Main Menu: Configuration -> Server Groups
15 Sun Jun 05 15:33:11 2016 EC
|:| 1) Select the Server
Group entry applled Server Group Name Level Parent Function g:::cﬁon Servers
in Step 12. The line , — , ,
{ dr_sah fa iNOME i sos i
entry should now be L= I ' '
Lo . Metwork Element: SD5_NE  NE HA Pref. DEFAULT
highlighted in
g g " Server Node HA Pref VIPs
sds_no_grp A HOME sDs 1 gs-sds-1 10.240.108.24
sds-no-a 10.240.108.24
. sds-no-b 10.240.108.24
2) Select the “Edit”
dialogue button from { dr_sds_gm A inone fsps i
the bottom left corner Network Element: SDS_NE  NE HA Pref DEFAULT
of the screen. ds_ro_grp A NONE s0s 1 e 024010826
sds-no-a 10.240.108.24
sds-no-b 10.240.108.24
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

16.

[]

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Edit]” screen as
shown on the right.

Main Menu: Configuration -> Server Groups [Edit]

Modifying attributes of server group : dr_sds_grp

Level *

Parent *

Function *

=

MONE

WANMN Replication Connection Count 1

505 _ME [ | Prefer Metwork Element as spare

Server

dr-sds-no-a

5G Inclusion

[ Inciude in SG

Salect one of the Levels supp:

ﬂ Select an existing Serser Groo

ﬂ Select one of the Functions su

Specify the number of TCP co
associsted with this Sarver Gn

Preferred HA Role

[[] Prefer server as spare

and the “B” server
from the list of
“Servers” by clicking
the check box next to
their names.

VIP Assignment
VIP Add
ress Add
Ok Apply  Cancel
17 Prlmary SDS NOAM Server 5G Inclusion Preferred HA Role
: VIP:
|:| Select the “A” server dr-sds-no-a Include in SG [] Prefer server as spare
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Step

Procedure

Result

18.

[]

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Infoa =
Info
o = Pre-validation pessed - Data NOT committed ...
Field Value
Server Group Name * dr_sds_arp

Lewel *

WVIP Assignment

VIP Address

Ok Cancel

I=

Description

Unique identifier used to s
Walid characters are alpha
start with a digit.] [A value

Select one of the Lewvels 51

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

Imfo™ =
Info
o = Data committed!
Field Value
Server Group Mame * dr_sds_agrp

Level *

T

erver group : dr_sds_grp

Description

Unique identifier used
‘alid characters are al
start with a digit.] [A v

Select one of the Lewve

Primary SDS NOAM
VIP:

Click the “Add”
dialogue button for
the VIP Address.

VIP Assignmernt

VIP Address
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

21.

[]

Primary SDS NOAM
VIP:

Input the VIP
Address

WIP Address

10.240.108.25

Ok Apply Cancel

Add

Remove

Primary SDS NOAM
VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

Infa =

Infao

1)

= Pre-\Validation passed - Data NOT committed ...

Field

Server Group Name *

VIP Address

10.240.108.25

Ok Cancel

Value Description
Unique identifier used to label a 5
dr_sd=s_grp Walid characters are alphanumeri

start with a digit.] [A value is requi

Add

Remove

Primary SDS NOAM
VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

Imfa* =
Info
erver group : dr_sds
o = Data committed! 9 P - -
Field Value Description
Unique identifie:
Server Group Name * dr_sds_grp alid characters

| el =

(=3

start with a digit

L Salert nne nf th
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

F12360-01

Step Procedure Result
Primary SDS NOAM = Msin Menu p : :
24. . y — o A Main Menu: Alarms & Events -> View Active
VIP: T ‘{al Administration
-;,] Senersl Opfions =
Fiter »]| Tasks » [ Graph* =]
Select... & (1 Access Control _ _
& (1 Software Management
Main Menu 5 3 Remote Servers sds_no_grp
[ LDAF Autrenticatio
> Alarms & Events j SNMP Trapging Event ID Timestamp Severity Product Pro
i i Seq#
- View Active [) Dsta Export Alarm Text Additional Info
[J] ONS Configurstion —
2016-06-05 17:558:32.4085
...as shown on the = =3 Configuration 3z oy MAJOR Platform  cmh
i - . 1820
rlght. 5 13 Networking Lost Communication with server GN_DOWNANRN HA disec
3 Metworks More...
[) Devices 3qzga  2016-06-05 17:52:32.400 T | EETn | e
[ Routes EDT )
7 Seni 1728
rvices A GM_DOWNANRN HA disec
Lost Comnmunication with server —
[ servers More...
5 5 5 17-58:
j Server Groups N 31283 EIIZIJITS-EB-EI._ 17:58:32.165 MAJOR  Platiorm  omb
[] Resource Domains 1721
j Flaes Lost Communication with server E‘I‘:F‘EOVM'N?\I HA disec
[] Plzce Associations =
= £ 17-E0- "
= [C1Dsce 31107 EIIZIJITS-EB-EI_ 17:58:22.148 MAJOR  Platiorm =Y
= {a Alarms & Events 1719
[] wiew Active DS Merge From Child Failure St bl
[] Wiew History —
[] View Trsp Lag atipg  ZNGUGOSITIEZZIE  yiNOR  Platiorm T
& [ Security Log 1718
Ah PEARE Sandar | ink ‘e
o5 Primary SDS NOAM

VIP:

Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the DR
SDS NOAM Server
hostnames in the
“Instance” field..

=1 Jgh Main Menu

3l Administration

| General Options Tasks = | Geaph* =
+] ] Access Control
+] [] Software Management
=] iy Remate Servers sds_no_grp | =dsf0.3
[ LDAP Authenticatic
P = Trapoi Event ID Timestamp
.j SMMF Trapging Seq#
[] Data Export Alarm Text

[7] DNS Cenfiguration
3 Configuration
=] {3 Metweorking
[7] Metworks
[7] Devices
[] Routes
[7] Services
[ Servers
[7] Server Groups

10200

Remete Dstabase re-initizlization in progress

2016-D6-D5 01-10:03.746 EDT

~  Main Menu: Alarms & Events -> View Active (Filtered)

Severify
Addition
MINGR

Remote |

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress)

ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
BOTH DR SDS NOAM SERVERS.
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Step

Procedure

Result

26.

[]

Primary SDS NOAM
VIP:

= =) Main Menu
I 4 Administration

Main Menu: Status & Manage -> Server

Select... £ lj::::l_;':trn;s
= [ Software Management
Main Menu = 3 Remote Servers Server Hostname Network Element
- Status & Manage % ;3’::‘"_::”;:“““ dr-sds-no-a 502 _NE
> Server 7 oaa Emnip g sds-no-a SDS_NE
j DME Corfigurstion sds-no-b SDE_MNE
...as shown on the = ‘3 Caonfiguration
right. o ) Metworking
[ Metworis
[] Devices
] Routes
[ services
[ servers
[ server Groups
] Resource Domains
[ Placas
[] Pisce Associations
= [ DscP
= o Alarms & Events
[ view Active
[ view History
j \iew Trap Log
& [ Security Log
= 3 Status & Manage
77 Metwork Elements
7Y Server
T HA
1 Datsbase
TY KPIs Report
27. \P/:’::)m ary SDS NOAM Server Hostname Network Element Appl State  Alm DB E;ph‘:;ﬁ"g Proc
: dr-sds-no-a SDS_NE | Disabled Horm
D 1) The “A” and “B” sds-no-a SDS_ME Enabled Marm
sds-no-b SDS_ME Enablad Morm
DR SDS servers h
should now appear in
the right panel.
2) Verify that the
“DB” status shows
“Norm” and the
“Proc” status shows
“Man” for both
servers before
proceeding to the
next Step.
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step Procedure Result
28 Prim ary SDS NOAM Server Hostname Metwork Element Appl State  Alm DB Eg’h‘:;ﬁ"g Proc
Ij VIP: { dr-sdsno-s i SDS NE | [DiSabled | BRI | Norm i Norm [ Man
. sds-no-a SDS_NE Enabled ER torm Morm Morm
1) USIng the mouse, sds-no-b SD2_NE Enablad PER torm Morm Morm

select DR SDS
NOAM Server A. The | — [ Security Log

line entry should NOW | - statue & Mansge

be highlighted in. T Network Elements
Y Server

2) Select the THA
“Restart” dialogue | Datsbaze
button from the T KPS Stop  Restart Reboot  NTP Sync  Report
bottom left corner of 7 Processes ..
the screen. - )

Message from webpage @

H 7 ”
3) Click the “OK I."_"‘.‘ Are you sure you wish to restart application software
button on the &Y' onthefollowing server(s)?

confirmation dialogue - drsdsno-a
box.

[ ok || concel |

4) The user should be | |
presented with a
confirmation message | Main Menu: Status & Manage -> Server
(in the banner area)
for DR SDS NOAM
Server A stating:
“Successfully

Server Host Aonl State
raepsgﬁéget?onn o = dr-sds-no-a: Successflly restarted application. i

[ Fiterr =] nfo !

Info

Enabled

dr-sds-no-a

sds-no-a SD5_MNE Enabled
sds-no-b 505 _ME Enabled
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

Step

Procedure

Result

29.

[]

Primary SDS NOAM
VIP:

Select...
Main Menu

- Status & Manage
- Server

...as shown on the
right.

= =) Msin Menu
= i3 Administration
%] General Options
= ] Access Control
= [ Software Management
2 14 Remote Sarvers
[]] LbAP Authenticatio
:l SMMP Trapping
[[] Data Export
[7] ONS Configuration
= = Configuration
= 4 Mehworking
:l Metworks
[] Devices
[] Routes
[ services
[7] servers
:l Server Groups
:l Resource Domains
[] Flaces
[] Piace Associations
= (1 DsCP
= i3 Alarms & Events
:l Wisw Active
[ view History
[7] view Trap Log
31 [ Security Log
2 i Status & Manage
77 Metwork Elements
17 Server
T HA
17 Database

Main Menu: Status & Manage -» Server

Server Hostname Metwork Elemeant

dr-sds-no-s SDS_ME

sds-no-a S05_ME

sds-no-b SDE_ME

Primary SDS NOAM
VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm?” for
NOAM Server A
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

Server Hostname Network Element

dr-sds-no-a SDS_ME

sds-no-a SDS_ME

sds-no-b SDS_ME

Sun Jun 05 18:03:17 2016 EOT

Reporting
Status

IEE riorm Maorm Morm
e e Norm Nerm
EE Mo Norm Morm

Appl State Alm DB Proc

Enabled
Enabled
Enabled

113
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Procedure 6: Pairing the DR SDS NOAM Servers (DR SDS NOAM site only)

3) Click the “OK”
button on the
confirmation dialogue
box.

4) The user should be
presented with a
confirmation message
(in the banner area)
for SDS DR NOAM
Server B stating:
“Successfully
restarted
application”.

Step Procedure Result
31. \F;[Lm ary SDS NOAM Server Hostname Metwork Element Appl State  Alm DB Eg’h‘:;ﬁ"g Proc
|:| ) { dr-sdsno-s i SDS NE | [DiSabled | BRI | Norm i Norm [ Man
. sds- SDS_NE Enabled ER Moo M Mo
1) USlng the mouse’ 5-no-8 = nal c-'n arm \c-m
Select DR NOAM sds-no-b SD2_NE Enablad PER torm Morm dorm
Server B. The line = [ Security Log
entry should now be = ' Status & Mansge
highlighted in. 7 Metwork Elements
17 Senver
W HA
2) Select the ™ Database
;R::Stafrt” dltimgue = KPS Stop | Restart || Reboot || NTP Sync || Report
utton from the .
bottom left corner of Frocesses .
the screen. Message from webpage [

¥ on the following server(s)?
dr-sds-no-a

| ok || Concal |

Main Menu: Status & Manage -> Server

Info -

» dr-sds-no-a: Successfully restarted application.

dr-sds-no-a

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
NOAM Server A and
NOAM Server B
before proceeding to
the next Step.

Main Menu: Status & Manage -> Server

Thu Dec 08 10:1¢

Info -

Reporting
Status

Server Hostname Network Element Appl State Alm DB

sds-no-a Enabled Norm Norm Norm Norm

sds-no-b Enabled

Primary SDS VIP:

Add the Query Server
for the DR SDS
Server

e Repeat all steps listed in Procedure 4 except use the DR SDS
NOAM NE and Server Group instead of the Primary SDS
NOAM NE (1%t SDS NOAM site) and Server Group.

THIS PROCEDURE HAS BEEN COMPLETED
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Add SDS software images to PMAC servers (All SOAM sites)

This procedure must be done once for each DSR signaling site, which is also an SDS SOAM site.
This procedure assumes that the PMAC server has already been installed, as described in [4]

Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

(CLI):

“sftp” the SDS ISO
file to the PMAC
Server as shown to
the right..

Step Procedure Result
1 Active SDS VIP login: admusr
' (CLI): Using keyboard-interactive authentication.
1) Access the Password: <admusr_password>
command prompt.
2) Log into the HP $
server as the
“admusr” user.
5 Active SDS VIP $ cd /var/TKLC/upgrade/
: (CLI): $
“cd” into the
/var/TKLC/upgrade/
directory.
3 Active SDS VIP $ls
' (CLI): SDS-8.4.0.0.0_84.9.0-x86_64.is0
Verify that the SDS | ®
ISO file is present.
4 Active SDS VIP $ sftp pmacftpusr@<PMAC_Mgmt_IP_address>:/var/TKLC/upgrade/

Password: <admusr_password>
Changing to: /var/TKLC/upgrade
sftp> put SDS-8.4.0.0.0_84.9.0-x86_64.iso

Uploading SDS-8.4.0.0.0_84.9.0-x86_64.iso to /var/TKLC/upgrade/SDS-8.4.0.0.0_84.9.0-
x86_64.iso

SDS-8.4.0.0.0_84.9.0-x86_64.is0
$SDS-8.4.0.0.0_84.9.0-x86_64.i50
$

100% 853MB 53.3MB/s 00:16
100% 853MB 53.3MB/s 00:16

Note:- As ISO has been transferred to PMAC server. ISO can be removed from
Ivar/TKLC/upgrade directory from this server.
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Step

Procedure

Result

PMAC Server GUI:

Launch an approved
web browser and
connect to the Mgmt
IP Address of the
PMAC Guest server
at the SOAM site.

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy

server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

'2;5' Continue to this website (not recommended).

@ More information

PMAC Server GUI:

The user should be
presented the login
screen shown on the
right.

Login to the PMAC
using the default
user and password.

Oracle System Login

ORACLE

Thu Dec 8 06:18:02 2016 UTC

Enter your username and password to log in

Log In

Session was logged out at 6:18:02 am.

Username:
Password

Change password

Log In

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Qracle Software Web Browser Support Palicy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/r its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Qracle and/or its affiliates. All rights reserved.
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites
Step Procedure Result
7. PMAC Server GUI: ORACLE’ platiorm Management & Configuration ~ 6.4.0.0.0-646.0

[]

The user should be
presented the
PMAC Main Menu
as shown on the
right.

= Main Menu

[ [Z1 Hardware

[ 1 Software
D VI Management

[ [ Storage

[ [Z1 Administration

[+ [ Status and Manage
[ Task Manitoring
@ Help
[3) Legal Notices
@ Logout

Platform Management & Configuration

PMAC Server GUI:
1) Select...

Main Menu
- Software

- Manage
Software Images

...as shown on the
right.

2) Select the “Add
Image” button

ORACLE piatform Management & Configuration  6.4.0.0.0-64.6.0 Pause Updates | Help |
[ =) Main Menu [

1) O Hardware Main Menu: Software -> Manage Software Images

5 & somvars
) Software Inventory
[£] Manage Software Images Image Name Type Architecture
[ vM Management
& O Storage TPD.install-7.3.0.0.0_88.27 0-OracleLinux5.8-x86_64 Baootable xB6_64
[#] £ Administration TPD.install-7.3.0.0.0_88.28 0-OracleLinux5.8-x86_64 Bootable x86_64
[ [ Status and Manage TVOE-3.3.0.0.0_88.27 0-x86_64 Bootable x86_64
[ Task Monitoring TVOE-3.3.0.0.0_88.28.0-x26_64 Bootable xB6_64
@ Help
[©) Leoal Notices
@ Logout

Add Image
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step

Procedure

Result

9.

[]

PMAC Server GUI:

1) Click the “Path:”
pull-down menu and
select the SDS ISO
file from the
Ivar/TKLC/upgrade
directory.

2) Add a comment if
desired in the
Description field.

3) Click the “Add
New Image”
dialogue button.

Main Menu: Software -> Manage Software Images [Add Image]

Images may be added from any of these sources:

« Oracle-provided media in the PM&C host's CD/DWVD drive (Refer to Note)
« |JSB media attached to the PM&C's host (Refer to Note)
« External mounts. Prefix the directory with "extfile..
s These local search paths:
o NarnTKLC/upgrade/™ iso
s NarnTKLC/smac/imagefisoimages/home/smacipush™.iso

MNote: CD and USB images mounted on PM&C’s WM host must first be made accessible to the PM&T WM g
Management.

Fath: fwarMTKLC/upgrade/SDS5-8.0.0.0.0_80.16.0-x86_64 iso -

Description:

Add New Imag Cancel

10.

PMAC Server GUI:

Click the “OK”
button on the
confirmation
dialogue box to
remove the source
image after it has
been successfully
added to the SW
Inventory.

Click OK to remove the image from harTKLC/upgrade directory after it is added to the repository. Click Cancel to leave it there.

’ OK %J ’ Cancel

PMAC Server GUI:

An info message will
be raised to show a
new background
task.

Main Menu: Software -> Manage Software Images [Add Image]

Info

« Software image iarTKLC/upgrade/SDS-8.0.0.0.0_80.16.0-x86_64 .iso will be added in the background. n

« The ID number for this task is: 6654. TIu
3

PMAC Server GUI:

Watch the extraction
progress in the
lower task list on the
same page.

ID » Task Status Start Time Progress

Task Output Running Time

100%

COMPLETE NIA 0:00:00

2016-08-06
j 6124 Delete Image oracle-7.3.0.0.0_73.14.0 x86_64 08:46:17
B e . 2016-08-06
6123 Delete Image mediation-7.3.0.0.0_73.14.0.x86_64 COMPLETE NiA 0:00:00 08:46:03 100%
] 6122 Delete Image apps-7.3.0.0.0_73.14.0x86_64 COMPLETE NiA 0:00:00 2016-08-06 100%

08:45:45
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Procedure 7: Add SDS software images to PMAC servers for DSR signaling sites

Step Procedure Result
13 PMAC Server GUI: Image Name Type Architecture  Description
I:' When the extraction oracle-7.4.0.0.0_74.3.0-x86_64 Upgrade x86_64
task is complete, a oracleGuest-8.0.0.0.0_80.6.0-x86_64 Upgrads X86_64
new software image SDS-8.0.0.0.0_80.16.0-x86_64 Upgrade | x86_64
will be displayed. | ‘= oo S S R e
TPD.install-7.0.3.0.0_86.46.0-CracleLinux6.7-x86_64 Bootable xB5_64
TPD.install-7.3.0.0.0_88.28.0-CracleLinux8 8-x86_64 Bootable %86_64
TPD.install-7.4.0.0.0_88.30.0-CracleLinux5 8-x86_64 Bootable x86_64

PMAC Server GUI:

Click the “Logout”
link on the PMAC

gged in Account guiadmin

server GUI.
Thu Dec 08 00:32:16 2016 EST
15 PMACServer If the TPD ISO hasn’t been loaded onto the PMAC already,
GUL: Add the TPD ISO image to the PM&C, this can be done in one of three ways:
Load TPD ISO

1. Insert the Application CD required by the application into the removable
media drive.

2. Attach the USB device containing the 1ISO image to a USB port.

3. Copy the Application iso file to the PM&C server into the
“/var/TKLC/smac/image/isoimages/home/smacftpusr/” directory as
pmacftpusr user:

cd into the directory where your ISO image is located on the TVOE Host
(not on the PM&C server)

Using sftp, connect to the PM&C server

$ sftp pmacftpusr@<pmac_management_network_ip>
$ put <image>.iso

After the image transfer is 100% complete, close the connection:

| $ quit

THIS PROCEDURE HAS BEEN COMPLETED
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5.7 OAM Installation for SOAM sites (All SOAM sites)

Assumptions:

e This procedure assumes that the SOAM Network Element XML file for the SOAM site has previously
been created, as described in Appendix E.

e This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files
can exist on any accessible drive.

This procedure is for installing the SOAM software on the OAM server blades located at each DSR Signaling
Site. The SOAM and DSR OAM servers run in 2 virtual machines on the same HP C-Class blade.

This procedure assumes that the DSR 8.2 or later OAM has already been installed in a virtual environment
on the server blade, as described in as described in [4].

This assumption also implies that the PMAC server has been installed and that TVOE has been installed in
the OAM server blades. This procedure also assumes that the SDS software image has already been added
to the PMAC server, as described in section 5.6.

Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step Procedure Result

PMAC Server GUI:

1. ~

|:| Launch an approved a/] There is a problem with this website's security certificate.
web browser and g

connect to the Mgmt
IP Address of the
PMAC server at the
SOAM site

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server,

NOTE: If presented
with the “security

i p g We recommend that you close this webpage and do not continue to
certificate” warning

screen shown to the @ Click here to close this webpage.

right, choose the

following option: ¥ Continue to this website (not recommended).
“Continue to this

website (not @ More information

recommended)”.
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

2.

[]

PMAC Server GUI:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login

Tue Dec 6 04:55:65 2016 EST

Log In
Enter your username and password to log in

Session was logged out at 4:55:55 am.

Username:
Password:

Change password

Log In

This application is designed to work with most madern HTMLS compliant browsers and uses both JavaSeript

and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2010, 2016, Qracle and/or its affiliates. All rights reserved

PMAC Server GUI:

The user should be
presented the
PMAC Main Menu
as shown on the
right.

ORACLE piatiorm

& Configuration 6.3.0.0.063.20 Pause Updates | Help | Lo

[ B Main Menu

[+ (] Hardware

[+ (] Software
[ VM Management

[+ [ Storage

& (] Administration

[+ (] Status and Manage
[5) Task Monitoring
& Help
[0 Legal Notices
[@ Logout

Platform Management & Configuration

This is the user-defined welcome message.
It can be modified using the ‘General Options’ page, reached via the Main Menu's ‘Administration’ submenu

Login Name: guiadmin

Last Login Time: 2016-12-06 04:55:43

Last Login IP Address: 10.176.254.229
Recent Failed Login Attempts: 0
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

4,

[]

PMAC Server GUI:

Select desired OAM
server blade...

Main Menu

- Hardware

- System Inventory
- <Enclosure>

- <Server Blade>

...as shown on the
right.

ORACLE Platform Management & Configuration 6.4.0.0.0-64.6.0

= Main Menu
[=] ‘3 Hardware
[=] ‘3 System Inventory
[=] [C] Cabinet 504
[F] ‘z3 Cabinet 505
[=] 3 Enclosure 50502
[+ [ Enclosure Info
[ Bay 0AR-0A
[ Bay 0BR-0A
D Bay 1F-Server Blade
[Z) Bay 2F-Server Blade
[©) Bay 3F-Server Blade
[Z) Bay 4F-Server Blade
[©) Bay 5F-Server Blade
D Bay 6F-Server Blade
(2 Bay 7F-Server Blade
D Bay BF-Server Blade
[Z) Bay 9F-Server Blade

Main Menu: Hardware -> System Invel

Hardware Software Network VM Info
Entity Summary Product Are:
Entity Type Server Blade Manufactur
Enclosure 50502 Product Nan
Bay VF Part Numb
Hot-swap State  Active Product Versii
’ Serial Numb
AssetTs
File

PMAC Server GUI:

Select the Software
tab.

...as shown on the
right.

Verify that TVOE
application has been
installed.

ORACLE Platform Management & Configuration

6.4.0.0.0-646.0

Pause Updates |

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay

[= =) Main Menu
[£] 3 Hardware
[ {3 System Inventory
[x] (] Cabinet504
[] 33 Cabinet 505 Hardware

[=] 3 Enclosure 50502

Software

Network VM Info

Enclosure Info N - I -
=0 Operating System Details Application Details

[0 Bay 0AR-OA

D Bay DBR-0A Operating System Red Hat Enterprise Linux Server Application TVOE

D Ba‘:- 1F-Sarver Blads Operating System Version 68 Vers?nn 33000_88280
Bay 2F-S Glad Hostname hostnamedbb8ed2d9fsb Function

D & ervertlade Platform Software TPD (x86_64) Designation

) Bay 3F-Server Blade = |y Platform Version  73.0.00-88.26.0

D Bay 4F-Server Blade Upgrade State  Not In Upgrade

[0} Bay 5F-Server Blade

[©) Bay 6F-Server Blade
[2) Bay 7F-Server Blade
[0} Bay &F-Server Blade
[©) Bay OF-Server Blade
[3) Bay 10F-Server Blad
[5) Bay 11F-Server Blad:
[0 Bay 12F-Server Blad

Install 08 Cold Reset
Upgrade

Patch

1)
2)

3)

IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND
EXECUTE THE FOLLOWING STEPS:

Verify that the enclosure and bay number are correct.
Refer [2] for TVOE Installation or Contact DSR Installation Engineer to confirm location of OAM blade and status of

TVOE installation.

Restart this procedure.

IF TVOE WAS NOT INSTALLED OR IS THE INCORRECT VERSION ON THE BLADE SERVER, STOP AND EXECUTE
THE FOLLOWING STEPS:

NOTE: It is assumed that the TVOE version corresponds with the correct DSR and SDS installation guidelines, this can be

checked by executing “appRev”.
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Result

6.

[]

PMAC Server GUI:

Select ...

Main Menu
- VM Management

...as shown on the
right.

ORACLE Platform Management & Configuration 6.4.0.0.0-646.0

= Main Menu
[E ‘3 Hardware
] System Inventory
] System Configuration
[ =3 Software
(2] Software Inventary
D IManage Software Images
[Z] VM Management
[ Storage
[ Administration
[ Status and Manage
[Z) Task Manitaring
& Help
[£] Legal Natices
[=l Logout

Main Menu: VM Management

VM Entities

Refresh  {%

Enc: 50502 Bay: 1F
Enc: 50602 Bay: 2F
Enc: 50502 Bay: 3F
Enc: 50502 Bay: 5F
Enc: 50502 Bay: TF
RMS: RMS500040U03
RMS: amarilloHost
UUID: d2aBe1fa

HEHEHEEEREBK

PMAC Server GUI:

1) In the VM Entities
box, select the
desired server

...as shown on the
right.

2) Click the “Create
Guest” dialogue
button

Main Menu: VM Management

VM Entities
Refresh T VM Info | Software
=) RMS: Yukon_TVOE_1 Summary Bridges

RMS: Yukon_TVOE_10
=l RMS: Yukon_TVOE_2
RMS: Yukon_TVOE_4
= RMS: Yukon_TVOE_6&

View host on RMS Yukon_TVOE_1

Network  Media

Storage Pools  Memaory

Host Name: Yukon-TVOE-1
Location: RMS Yukon_TVOE_1

RMS: Yukon_TVOE_7 Guests
= RMS: Yukon_TVOE_8
RMS: Yukon_TVOE_9 Name

BB EE

Yukon-TVOE-3 3 )
MultiApp3-PMAC

MultiApp3_DSR
DAMP1

MultiApp3_DSR
NOAMA

MultiApp3_DSRS
BRBA1

Status

Running

Running

Running

Running

Create Guest
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Result

8.

[]

Click the “Import
Profile” dialogue
button

...as shown on the
right.

PMAC Server GUI:

Main Menu: VM Management

Inffo « Tasks -

WM Entities

Refresh {2

= RMS: Yukon_TVOE_1
= MultiApp3-PMAC
MultiApp3_DSRDAM
MultiApp3_DSRNOA
MultiApp3_DSRSERE
= MultiApp3_DSRSBRS
MultiApp3_DSRSOA
MultiApp3_DSRSOA
MultiApp3_DSRSST
=) MultiApp3_SDSSOA
RMS: Yukon_TVOE_10
RMS: Yukon_TVOE_2
RMS: Yukon_TVOE_4
RMS: Yukon_TVOE_6
RMS: Yukon_TVOE_T
RMS: Yukon_TVOE_8
RMS: Yukon_TVOE_9

B EEEEEREE

Yukon-TVOE-3

Summary

Create guest

Virtual Disks  Virtual NICs

Set Power State  On v
Guest Name (Required):
Host:  RMS: Yukon_TVOE_1 =

Number of vCPUs: 1

AlF 4K

IMemory (MBs): 40986
Available host memory:
1288390 MB
Vi UUID:
Enable Virtual Watchdog |«

Import Profile

Cancel
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Step

Procedure

Result

9.

[]

PMAC Server GUI:

1) Select the desired
ISO/Profile value

...as shown on the
right.

2) Click the “Select
Profile” dialogue
button

From the “ISO/Profile” drop-down box, select the entry that matches depending on
the hardware that your SOAM VM TVOE server is running:

SDS

TVOE HW Type (BL460 Blade

Choose Profile

needed)

Role (<Application ISO
Release Server) NAME>)>
8.4 Gen8/Gen9 Blade (if 1 Billion | SOAM-A DP_SOAM_A
: subscribers support is not
needed) SOAM-B DP_SOAM_B
Gen8/Gen9 Blade (if 1 Billion SOAM-A
8.4 subscribers support is SOAM-B DP_SOAM_1B_RE

Note: Application_ISO_NAME is the name of the SDS Application ISO to be
installed on this SOAM

Import Profile

ISO/Profile:

Num CPUs: 4
Memory (MBs): 16384

Virtual Disks:  prim  size (mB) Pool

' 112640 vgguests

NICs: Bridge  TPD Dev
control control
imi imi
Xxmi xmi
Select Profile  Cancel

SDS-3.0.0.0.0_80.10.0-x36_64 => DP_SOAM_A

TPD Dev
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Procedure

Result

10.

[]

PMAC Server GUI:

1) Overwrite the
Name field with the
Server host name
(e.g.” so-mrsvnc-a”)

2) Click the
“Create” dialogue
button

Main Menu: VM Management

VM Entities

Refresh )

= Enc: 50502 Bay: 1F
Enc: 50502 Bay: 2F
=) Enc: 50502 Bay: 3F
Enc: 50502 Bay: 5F
Enc: 50502 Bay: 7F
=} RMS: RMS500041003
RMS: amarilloHost
@ UUID: d2aBelfa

HEEEEEEE

Create guest

Summary Virtual Disks  Virtual NICs

Set Power State  On

Guest Name (Required):

Host:  Enc: 50502 Bay: 1F

Number of vCPUs: 11
Memory (MBs): 4096

Ak AK

Available host memory: 20468

MB
VM UUID:
Enable Virtual Watchdog [v

Import Profile

Cancel
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The user should see
a screen similar to
the one on below
with Progress value
of 100%.

"Using the "Tasks
tab, verify that the
task completes
successfully

[x] Enc: 50502 Bay: 2F
[+ Enc: 50502 Bay: 3F
=] Enc: 50502 Bay: 5F
= Enc: 50502 Bay: TF
& guestt
guestz
g RMS: RMS500041U03
RMS: amarilloHost
UUID: d2aBelfa

B B [

Main Menu: VM Management

Step Procedure Result
11. PMAC Server GUI: Main Menu: VM Management
|:| Verify that task
successfully VM Entities View guest guest1
completes.
s VMInfo  Software Network Media
e g Enc: 50502 Bay: 1F Summary Virtual Disks  Virtual NICs

Current Power State: Running

Set Power State On ¥ Change

Guest Name (Required): guest1
Host: Enc: 50502 Bay: 7F
Number of vCPUs: 1
Memory (MBs): 2,048
WM UUID: 93974691-c477-4abd-a329-
a891cb8f9330
Enable Virtual Watchdog
Delete Clone Guest  Refresh Device Map  Install OS
Upgrade

Patch

Tasks ~

Tasks

Status State Task Output Progress

| Success | COMPLETE i 100% |

PMAC Server GUI:

12. VM Info Software  Metwork  Media
I:' Install the operating
system by clicking Summary  “irtual Disks  virtwal NICs
the “Install 0OS”
dialogue button
Virtual NICs
Host Bridge Guest Dev Name MAC Addr
control control 02.d7.55:597e3:70
i X 02.76:5a 6a:aa. X
imi imi 02:25.58'be94:bB
Delete Clone Guest Refresh Device Map Install OS5
Upgrade
Patch
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Step Procedure Result
PMAC Server GUI: Software Install - Select Image
13. FriSep 16 05:19:32 2016 EDT
Tasks =
|:| The user should see
a screen similar to Targets Select Image
the one on the rlght Entity Status Image Name Type Architecture Description
Host IP: ..:e0ff:feT5:d4b8 i 7072 i
Gﬁest elff:fe IEPD |!'\451&II-. 0.20.0_86.36.0-OracleLinwB 8- 5o 185_64 TPD 7.0.2.0.0_85.35.0
Multitpp3 DSRSOAMT . .
b I;Iiellsmll-..D.G 0.0_85.44.0-OracleLinuwdsd.7- Bootable XBE_B4
I;Iieizs‘tall- 7.2.0.0.0_88.22.0-OracleLinuxs.7- Bootable 4854
||| TPD.nstalk7.2.0.0.0_88.23.0-OrackeLinw&.7- o \.pu- oe oa i

14.

PMAC Server GUI:

1) Select the desired
TPD Image

2) Click the “Start
Install” dialogue
button.

Select Image

Image Name Type
i TPD.install-7.3.0.0.0_85.27 0-OracleLinux6 8- | Bootable | XBE_64 Lo o7
| xB6_64 ! ! !
TPD.install-7.3.0.0.0_88.28.0-CracleLinuxG.8-

XB6._64 Bootable x86_64
TWOE-3.3.0.0.0_88.27.0-x86_64 Bootable xB86_564
TWVOE-3.3.0.0.0_88.28.0-x86_64 Bootable xB6_64

L o

88.28

858.27
85.28

Architecture Description

Supply Software Install Arguments (Optional)

Start Software Install

Back

PMAC Server GUI:

The user should be
presented with an
“Are you sure you
want to install”
message box as
shown on the right.

Click the “OK”
dialogue button.

Message from webpage

SEX)

You have selected to install a bootable 05 iso on the selected targets.

The following targets already have an Application:
Enc:50502 Bay:2F ==> TVOE

Are you sure you want to install
TPD.install-7.3.0.0.0_88.27.0-Oraclelinuxb.8-x86_564 on all entities in the
Targets list?

0K l ’ Cancel
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Step Procedure Result
1 PMAC Server GUI: ORACLE' piatform Management & Configuration  64.0.00-6460 i Pause Updates | Help |
6. = B Maintieny Main Menu: Task Monitoring
|:| An installation task iy o =—
. . y '
WI” be Started Thls =] égﬁ;‘z” o D Task Target Status State Task Output ~ Running Time  Start Time Progress '
task takes ~11 E;j:z:;‘:‘i”;zmggs %j%uu %Unurzde gnz%ﬁyg ;Success ;CDMPLETE j %u:ua:u 21154“4’43“ 100% =
minutes. The user o Do anagement B o upgrace ECSRENTE e cowiere 0 ooms B0
can monitor this task e ER— T - comere 0 vow  WOED
by do'_ng the ngimnmmmg " B 4 Upgrade b Success COMPLETE B 0:04:13 2010.00.30 0o
fOHOWIng: %tzzz‘“:‘mgs B 146 Upgrade it Success COMPLETE B 0:05:31 e 0w €
’ [ 145 Upgrade e success COMPLETE a 0:04:37 i 100% E
Select... ™ 144 Reiect RMS: RM320004U03 Success COMPLETE ] 0:03:21 2016000 100%
Delete Completed  Delete Failed  Delete Selected
Main Menu
-> Task Monitoring
Wait till Progress
is 100% with a
Status of Success
and a State of
Complete.
PMAC Server GUI: ORACLE riattorm Management & Configuration 6.4.0.0.0-646.0 [ Pause Updates | Help | L

17.

1. Select [Main
Menu: VM
Management].

2. Under VM
Entities column,
expand (+) plus sign
on the Host server
containing the newly
created VM Guest.

3. Select the VM
Guest.

4, Select the
"Software" tab.

5. Verify that the
OS has been
installed.

6. Click on the
"Application Details"
tab.

7. Verify that the
"Application Details"
table is blank.

[ & Main Menu
[+ ] Hardware
[= 4 Software
[0} software Inventory
[0} Manage Software Images
[} VM Management
%] [ Storage
%] [ Administration
%] (O] Status and Manage
[0) Task Monitoring
@ Helo
[0 Leoal Notices
(@ Logout

Main Menu: VM Management

VM Entities
Refresh ) VM Info

) Enc: 50502 Bay: 1F
B Enc: 50502 Bay: 2F

View guest guest1

Software

Operating System Details

Network

Media

Application Detsils

B Enc: 50502 Bay: 3F

B Enc: 50502 Bay: SF

B Enc: 50502 Bay: 7F

) RMS: RMS50004U03
&) questi
B guest2

B\ RMS: smariloHost |,

) UUID: d2aBetia

Operating System Details

Operating System

05 Version
TPD UUID

Hostname

Platform Software

Platform Version

Upgrade State

Red Hat Enterprise Linux Server

3

o

b41D67be-3f83-4a8c-aac7-b3e 4bObEIS20
hostnamebgc4b0b6T520

TRD (x36_64)

73.0.0.0-88.25.0

Not In Upgrade

Delete  Clone Guest
Upgrade

Patch

Refresh Device Map

Install 05
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Step

Procedure

Result

18.

PMAC Server GUI:

ORACLE Platform Management & Configuration

6.3.0.0.0-63.1.0

[] Pause Updates | Help |

= fg:::‘::m . Main Menu: VM Management
= 3 Software Tasker =
[0 software Inventory
[0 Manage Software Images VM Entities View guest guest1
1) SeleCt the [ VM Management Refresh ) VMInfo  Software | Network | Media
“Network” tab i Bif’:‘sisz"ﬂ““" +] 8 Enc: 50502 Bay: 1F i
1 ) Status and Manage &) 8, Enc: 50502 Bay: 2F Network Interfaces
gTask Monitoring <] 8 Enc: 50502 Bay: 3F
Help (s] & Enc: 50502 Bay: 5F Port IP Address  Admin  Oper
2) ReCOFd the [ Legal Notices (+] M Enc: 50502 Bay: 7F contiol fe30:f3:dbff-fed1:d742 up Up
Contro| P address [® Logout = g:as RMSS0004UD3 162.254.118.196 up up
for this SOAM VM; it ;|
; o B RMS: amariloHost |,
\l/wtll be referenced i e
ater.
3) Select the
“Upgrade" dlalogue Delete Clone Guest Refresh Device Map Install 05
button Tt
Patch
19. | PMAC Server GUL | goftware Upgrade - Select Image
|:| The user should be
presented the Select el
Image screen as
shown on the right Targets Select Image
Entity Status Image Name Type
EGSTS{P: -.-e0ff:fer5:d4bd apps-7.2.0.0.0_72.20.0-x85_64 Upgrads
UeEsL
Muttitppd SOSSOAM1 DSR-7.2.0.0.0_72.18.0-x86_64 Upgrade
L4 DSR-8.0.0.0.0_80.10.0-x86_64 Upgrade
DSR-8.0.0.0.0_80.8.0-x85_564 Upgrade
DSR-8.0.0.0.0_80.9.0-x85_54 Upgrade
mediation-7.2.0.0.0_72.20.0-x86_54 Upgrade

mmmele TR AAA TR AR A A oA

[ Pp——
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Procedure 8: Configuring the SDS SOAM Servers (All SOAM sites)

Step Procedure Result
20. PMAC Server GUI: Select Image
|:| 1) Select the COrrect | roceocrrmimimcecaeieieiceceeee
SDS version from Image Name Type Architecture Description
“ P 2 e
the “Image Name oracleGuest-5.0 0.0.0_60 8 0-x46_64 Upgrade XB6_64
list. The liN@ @Ntry | comm oo oo o ey
should now be | §DS-8.0.0.0.0_80.16.0-x86_64 | Upgrade | xB6_64 '
highlighted. IgﬁD.Ean:ta||-?.u.3.0.0_86.46.D-Orameunuxa.?- DT x86_64

« TPD.install-7.3.0.0.0_88.28.0-CracleLinux&.8-
2) Select the “Start %8664 - Bootable %B6_64

Upgrade” dialogue i ;
button ;I’g’é:).!anftaII—T.3.D.D.D_88.3D.D—OracIeL|nuxE.B— E—— ¥86_64

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade = Back

. r -
21 PMAC Server GUI: Meteage from wellieil —_p— &J
|:| The user should be
presented with an I.-"-_"\-.I Are you sure you want to upgrade to S05-8.0.0.0.0_80.16.0-x85_64 on all
“Are you sure you W' entities in the Targets list?

want to upgrade”
message box

....as shown on the .
right.

Click the “OK”
dialogue button.
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-> Task Monitoring

Wait till Progress is
100% with a Status
of Success and a

State of Complete.

Step Procedure Result
PMAC Server GUI: ORACLE piatform Management & Configuration 640006460 RS [ GED [

22. i = Eg‘:g::’:m Main Menu: Task Monitoring

|:| An upgrade task will 3 Qommnann — .
be SIa'rtEd Thls 5] é Sﬂﬁw/afe ’ D Task Target status state TaskOutput  Running Time  Start Time Progress '
task takes ~8 B e somwmiraes | [N oaman o T N Fomere 10 R T
mlnutes._ The user o Dt gement 0 s Upgrade ECSOSOONTE  gcers comiere 0 sonss AN g
can monltor this task jggﬂ:'j::“:;m B 148 Upgrade e Success COMPLETE a 0:04:44 B 100%
by dOIng the g;::mmmmg B 147 upgrade g"‘;g‘%@"ﬁ Success COMPLETE a 0:04:13 2016.08:30 0w
f0”0WIng %tjzz\“;\mmes [ 146 Upgrade e o success COMPLETE E] 0:05:31 i 0% €

' [ 145  Upgrade e o success COMPLETE a 0:08:37 e 100% E
Select... M 144 Reiect RMS: EM350004U03 Success COMPLETE El 0:03:21 2016000 100%
Delete Completed ~ Delete Failed  Delete Selected

Main Menu

Click the “Logout”
link on the PMAC
server GUI.

23.

|:| Repeat Steps 4 - 22 of this procedure for the SOAM B Server.
PMAC Server GUI: ) o

24. Help | Logged in Account guiadmin + | Log Out

Task Output

Running Time  Start Tim:

s

n-n4-ns 2016-0

FriSep 16 05:29:02 2016 EOT

25.

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP address
(VIP) assigned to
Active SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq

Server.

We recommend that you close this webpage and do not continue to

& Click here to close this webpage.

There is a problem with this website's security certificate.

"g;i' Continue to this website (not recommended).

@ More information
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26.

[]

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Oracle System Login
Tue May 21 14:34:34 2016 EDT

Log In
Enter your usemame and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Suppaort Policy for details

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates
Other names may be trademarks of their respective owners.

Copyright ©® 2010, 2016, Oracle andfor its affiliates. All rights reserved

27.

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

[= =) Main Menu

Communications Diameter Signal Router Full Address Resolution
8.0.0.0.0-80.3.1

[ (] Administration Main Menu: [Mall‘l]

[=] zy Configuration
[=] 3 Networking

[5] Networks
[7] Devices
[] Routes
[ senvices

[3 servers

[ server Groups

D Resource Domains This is the user-defined welcome message.

It can be modified using the 'General Options' item under the *Administ

[ Places
[7 Place Asscciations Login Name: guiadmin
[ DscP Last Login Time: 0000-00-00 00:00:00
B3] Last Login IP:
[#] (O] Alarms & Events b Recent Failed Login Attempts: 0

[#] [ Security Log

[# (O] Status & Manage

[# [C] Measurements

[#] (] Communication Agent
& C1SD8

28.

Primary SDS VIP:

Select...

Main Menu

- Configuration
- Networking
- Networks

...as shown on the
right.

=1 B Main Menu
& (13 Adminisiration
=1 3 Configuration
[ &3 Networking
[0) Networks
[) Devices
[0) Routes
[ services
[ Servers
[ server Groups
[) Resource Domains
[ Places
[) Place Associations
[ £ DscP
4 (] Alams & Events .
[ (11 Securty Log
4 (1] Status & Manage
@ [ Measurements
) (2] Communication Agent
[ (1808
@ Hep
[] Legal Notices
[3 Logout

Main Menu: Configuration -> Networking -> Networks

Global

Configured
Network Name Network Type Default Locked Routed VLAN Interfaces Network

Tue May 21 14:39:27 20

To create a new Network Element, upload a valid configuratio

Insert Report Insert Network Element

Browse.
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Result

Primary SDS VIP:
29. y

[]

From the
Configuration /
Network Elements
screen, select the
“Browse” dialogue
button

Insert Report Insert Network Element

To create 2 new Network Element, upload a valid configuration file:
Browse.

Copyright © 2010, 2016, Oracle and/or its sffiliztes. Al rights reserved,

0 0 (]
Ma M Tr

Primary SDS VIP:

Choose file [ @

If the values in the
xml file pass
validation rules, the
user must select the
‘Info’ box to receive
a banner information
message showing
that the data has
been successfully
validated and
committed to the
DB.

= Main Menu
[ (] Administration
[=] 3 Configuration

30.
D Note: This step Lookis | = 50 ) = C B

assumes that the L\é [EoR. e Dev.ne.ml

. «ne.xmi
Xml f||eS were by Recent = il
previously prepared, BURES TKLCConfighata . drsds-dallasts-a.sh
. . Fr

as described in L%

Appendix E. Ll

1) Select the Wy Documents

location containing

the site .xml file. j—g

My Computer

2) Select the xm| <«

file and click the Mypflqailgﬂlk File name: |SD_DEV.nE.HmI j I&I

“Open” dialogue Files of type [ & Fites (= | Cancel

button.
31 Prl m ary SDS VI P Insert Report Insert Network Element To create a new Network Element, upload a valid configuration file:

. C:\Usersigurjeesi\Deskto| Browse... Upload File

D SeleCt Fhe “Upload Copyright © 2010, 2016, Oracle and/or its affiliates. All rights reserved.

File” dialogue S

button (bottom left M wi [T

corner of screen).

Primary SDS VIP: -
32 ORACLE

[7] ‘3 Networking

[©) Networks
[0 Devices
[©) Routes

[3) services

ked Routed VLAN
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33.

Primary SDS VIP:

= =} Msin Menu
= Administration

Main Menu: Configuration -> Servers

I:' 1) Select... 5] Genersl Options
= [ Access Control
—Main Menu = [ Software Management Hostname Role Sye
- Configuration = ‘2 Remote Servers
> Servers :‘I LO&F Authenticatio sds-no-a Metwork OAMEP sds
:I SMMP Trapping
:I Diata Export sds-no-b MNetwork OAMEP sds
...as shown on the 7] ONS Configurstion
right. o 3 Configuration gs-sds-1 Query Server
=1 Metworking
dr-sds-ng-a Metwork JAMEP dr-z
2) Select the [ Metworics
“Insert” dialogue [ Devices
button [] Routes
:I Sanvices
:I Servers
[] server Groups
L}
[7] Resource Domains
[ Places
:I Place Associstions
= [1DscP
= Al Alarmis & Fuents
34 Primary SDS VIP: Adding a new server
|:| The user is now o v S
presented with the Atiribuie Blus secrip
“Adding a new
server” Hostname * uniquz ¢
configuration valug Ig |
screen.
Raola * - Szlect Role - ] Selzcttn
Syatem ID Systam |
Hardware Proflla 505 HP Rack Mount 1' Hardwar
Hatwork Element Mame * | - Unassigned -[w] Selact th
Location Location
Ok | Apply | Cancel
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SOAM Server.

Step Procedure Result
Primary SDS VIP: Attribute Value Description

35 y
|nput the aSSig ned Unigue name for the server. [Default = n/a. Range = A 20-
Hhostnameu for Hostname * sds-so-a character string. Valid characters are alphanumeric and minus

sign. Must start with an alphanumeric and end with an
alphanumeric ] [4 valus is required.]

Primary SDS VIP:

Select “SYSTEM
OAM?” for the Role
from the pull-down
menu.

- Select Role -
NETWORK CAM&P

Role * SYSTEM OAM

MFP
QUERY SERVER

A ] Y I RS §

Select the function of the server [A value is required]

Primary SDS VIP:

Select “SDS TVOE
Guest” for the
Hardware Profile
for the SOAM from

the pull-down menu.

SD8 HP Rack Mount
SDS Cloud Guest

SD8 HP c-Class Blade V1
SDS HP c-Class Blade V2

Hardware Profile
SDS HP c-Class Blade VO

37.

|:| Input the assigned N ; System ID for the NOAMP |
hostname again as ¥ A Rangs = A S4-character str
the “System ID” for
the SO Server (A or
B).
Primary SDS VIP: System ID System 1D for the NOAMP or SOAM

Range = A 84-character string. “alid

Hardware profile of the server

Primary SDS VIP:

Select the Network
Element Name for
the SDS from the
pull-down menu.

NOTE: After the
Network Element
Name is selected,
the Interfaces fields
will be displayed, as
seen in Step 41.

Network Element Name * SDS_NE v

Zelect the network element [A value is required ]

40.

Primary SDS VIP:

Enter the site
location.

Location Bangalore

NOTE: Location is an optional field.

Location description [Default = ™. Range = A 15-character
string. Valid valug is any text sting.]
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Result

41,

[]

Primary SDS VIP:

1) Enter the XMI IP
address and IMI IP
address for the
SDS SOAM Server.

2) Set the XMI
Interface to “xmi”
and DO NOT check

the VLAN checkbox.

3) Set the IMI
Interface to “imi”
and DO NOT check

the VLAN checkbox.

Network IP Address Interface

XMI {10.240.108.0/26) 10.240.1028.21 xmi[v] [ vLAN (14)

IMI {169.254.2.0/26) 160.254.2.11 imi [™] [ wLAN (15)

Primary SDS VIP:

1) Click the “NTP
Servers:” “Add”
dialogue button.

2) Enter the NTP
Server IP Address
for an NTP Server.

3) Enter 3 NTP
Server IP address,
repeat (1) and (2) to
enter it.

4) Optionally, click
the “Prefer”
checkbox to prefer
one NTP Server
over the other.

NTP Servers:

NTP Server IP Address Prefer

NTP Servers:

NTP Se: IP Add Prefe:
rver ress refer Add

10.250.32.10 O Remove
NTP Servers:

NTP 5 IP Add Pref
erver ress refer Add

10.250.32.10 Remove
10.250.32.51 Remove

10.250.32.129 =4 Remove

Apply Cancel
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Step

Procedure

Result

43.

[]

Primary SDS VIP:

1) The user should
be presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Click the “Apply”
dialogue button.

Main Menu: Configuration -> Servers [Insert]

Infa =
Info
o + Pre-\alidation passed - Data NOT commitited ..
Attribute Value
Hostname * sds-s0-3
XMI {10.240_102.0/26) 10.240.102.20
1N (168.254.2.1V26) 169.254.2.18

NTP Servers:

NTP Server IP Address

10.250.32.10

Ok Apply Cancel

xmilw] [ WLAN (14

imi [w] [ WLAN [15)

P Add

| Remove

Primary SDS VIP:

If the values
provided match the
network ranges
assigned to the NE,
the user must select
the ‘Info’ box to
receive a banner
information
message showing
that the data has
been validated and
committed

Main Menu: Configuration -> Servers [Insert]

Info

o * Data committed!
Atiribute Value
Hostname * 50s-50-a
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The row containing
the server should
now be highlighted.

| sds-50-8

Step Procedure Result
Primary SDS VIP:
=] = Main Menu . -
45. 2 . o A Main Menu: Configuration -> Servers
I:I Select... +] [ Administrafion
[=] ‘Zy Configuration
Main Menu [=] ‘Z3 Networking
—— j Metworks
i i Hostname Role System ID
- Configuration ) Devices ¥
- Servers [0] Routes Network
=ds-no-a sds-no-a
[ services GAMER
...as shown on the L] Servers gs-sds-1 Cluery Server
right. [X) server Groups
[ Resource Domains dp-sds-1 ME
[ Places
[ Place Associations Rty gm;gf P
+] ] DsSCP
[=] {3 Alarms & Events sd5-30-8 System OA&M  sds-so-a
O View Active
[} View History
) View Trap Log
+| (] Security Log
[=] {3 Status & Manage
7Y Network Elements
Y Server
A Ha
| Database
" KPls
| Processes insert fenort
. nse epo
+| [] Tasks P
[™ Files u
Primary SDS VIP: Main Menu: Configuration -> Servers
46. Thu Jun 02 085:52:38 2016 ED
[] | onte
[13 H H
;:Sonflgurftlon Hostname Role System ID Server Group gm;: Location Place Details
ervers” screen,
find the newly added | sssro= IR oS SOSNE Bangakre NI 18325425
SyStem StﬁA'lv' t qe-sds-1 Query Server ::s_bllolenc_q SDS_NE bangalore ?;‘h’l‘_l:116g'22§3'12028'11
server in tne list. ——
dp-sd=z-1 MP SD5_NE bangalore m’lﬂ 115222:3 12018223
dr-sds-no gm;:,( dr-sds-no SDS_NE bangalore m’l‘:l 1;%%;3?31 <
XMI: 10.240.108.21
3d5-30-8 System OAM sds-z0-3 SDS_NE Bangalore IMI: 163.254.2 11
47 Primary SDS VIP Hostname Role System ID Server Group gmﬁ Location Place Details
I:' Use the cursor to ste-nos Civge oS S sos e Bangalore Wi 18825425
Ze(;?bf:l\tﬂthe new t qs-sds-1 CQuuery Server fpds*b"o'emj SDS_NE bangalors m’:l 1;%%131202811
server entry : 162.254.2.
added in the Step dp-sds ! wP SDSNE  bengslore Wi 1gs8e s
35 dr-sds-no gm;:( dr-sds-no SD5_NE bangalore m’:l 11522223120314
| System CAM | sds-so-a | SDS_NE | Bangalore | m’:l 116‘;222212‘}5121
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Step

Procedure

Result

48.

[]

Primary SDS VIP:

Select the “Export”
dialogue button
(bottom left corner of
screen).

| XMI: 10.240.108.21

! sds-50-3 | System OAM | sds-s0-a | | SDS_NE \ Bangalore | | M- 163.254.2 11

Insert Edit Delete Export Report

él%'

Configure the SDS
SOAM B server.

e Repeat Steps 33- 48 of this procedure for the SDS SOAM B Server.

SIi

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

\ccount guiadmin ¥ | Log Out

Wed Mov 16 11:23:30 2016 UT

Primary SDS VIP:

Access the server
console.

Connect to the Active SDS VIP console using one of the access methods described in
Section 2.3.

Primary SDS VIP:

Log into the server
as the admusr

login: admusr
Password: <admusr_password>

Primary SDS VIP:

Change directory
into the file
management space.

$ sudo cd /var/TKLC/db/filemgmt

Primary SDS VIP:

Get a directory
listing and find the
configuration files
with the SOAM
server A and B
name as shown in
red.

Note: These should
appear toward the
bottom of the listing.

$ Is —Itr TKLCConfigData*.sh

*** TRUNCATED OUTPUT ***
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:37 TKLCConfigData.so-carync-a.sh
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:50 TKLCConfigData.so-carync-b.sh
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Step

Procedure

Result

55.

[]

Primary SDS VIP:

Copy the
configuration files
found in the
previous step to the
PMAC.

$ sudo scp -p <configuration_file-a> <configuration_file-b>
admusr@<PMAC_Mgmt_IP>:/tmp/

admusr@10.240.39.4's password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00
TKLCConfigData.so-carync-b.sh 100% 1741 1.7KB/s 00:00
[admusr@sds-mrsvnc-a filemgmt]#

Copy the server
configuration file to
the Control IP for the
SOAM.

Note: The Control
IP for each OAM is
obtained in Step 18
of this procedure.

56 Primary SDS VIP: $ exit
Logout of the
Primary SDS CLI.
57 PMAC Server CLI: login: admusr
Use SSH to login to Password: <admusr_password>
the PMAC Guest
VM server as the
admusr.
58 PMAC Guest VM: $ keyexchange admusr@<SOAM_Control_IP>
Keyexchange with Example:
SOAM control IP [admusr@nassau-enc-pmac-1 ~]$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
Password of admusr:
Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
ssh is working correctly.
[admusr@nassau-enc-pmac-1 ~]$
59 PMAC Guest VM: $ scp -p /tmp/<configuration_file> admusr@<SOAM_Control_IP>:/var/TKLC/db/filemgmt

admusr@192.168.1.199's password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00
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Step

Procedure

Result

60.

[]

PMAC Guest VM:

Connect to the
SOAM server
console from the
PMAC Server
Console

$ sudo ssh < SOAM_Guest_Control_IP>
admusr@192.168.1.199's password: <admusr_password>

SOAM Guest VM:

Copy the server
configuration file to
the “Ivar/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname (shown in
red) from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh =» will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.so-carync-a.sh
Ivar/tmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

SOAM Guest VM:

After the script
completes, a
broadcast message
will be sent to the
terminal.

NOTE: The user
should be aware
that the time to
complete this step
varies by server and
may take from 3-20
minutes to complete.

***NO OUTPUT FOR = 3-20 MINUTES ***
Broadcast message from admusr (Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!
See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

63 SOAM Guest VM: $ date

Verify that the .

desired Time Zone Mon Aug 10 19:34:51 UTC 2015

is currently in use.

Verify if the Timezone displayed above matches the value setin Procedure 2, Step 42.

64 SOAM Guest VM: $sudo init 6
|:| Initiate a reboot of

the SOAM server.
65 SOAM Guest VM: Connection to 192.168.1.199 closed by remote host.

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

Connection to 192.168.1.199 closed.
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66 PMAC Guest VM: $ sudo ssh <SOAM_Control_IP>
. After the SOAM admusr@192.168.1.199's password: <admusr_password>
|:| server has
completed reboot,
re-connect to the
SOAM server
console from the
PMAC Server
Console
67 SOAM Guest VM: $ifconfig |grep in
. 1) Verify that the IMI control Link encap:Ethernet HWaddr 52:54:00:23:DC:32
|:| IF)’ aggzésaitntpjtm inet addr:192.168.1.199 Bcast:192.168.1.255 Mask:255.255.255.0
Step 41 has been imi Link encap:Etherng 4.00:33:DC:DC
apphed as speciﬁed. inet addr:10.240. 8.127 Mask:255.255.255.192
lo Link encap:Local Loopbac
2) Verify that the inet addr:127.0.0.1 Mask:255.0.0.0
XMI IP address xmi Link encap:Ethernet_H\A .54:00:63:63:BD
input in Step 41 has inet addr:10.240. .255 Mask:255.255.255.128
been applied as
specified.
68 SOAM Guest VM: $ sudo syscheck
' Running modules in class hardware...
Execute a
“syscheck” to OK
verify the current Running modules in class disk...
health of the server.
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
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69.

SOAM Guest VM:

Accept upgrade to
the Application
Software.

- Running the
"accept" script from
the command line
now launches a
screen session on

blades & VM Guest.

- Use the "g" key to
exit the screen
session

[admusr@nassau-sds-so-b ~]$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Backout::BackoutType::RPM

Accepting Upgrade

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing ‘/etc/my.cnf' from RCS repository

INFO: Removing ‘/etc/pam.d/password-auth’ from RCS repository
INFO: Removing '/etc/pam.d/system-auth’ from RCS repository
INFO: Removing ‘/etc/sysconfig/network-scripts/ifcfg-ethO' from RCS repository
INFO: Removing ‘/etc/php.d/zip.ini' from RCS repository

INFO: Removing ‘/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===

screen session: use 'screen -x upgrade' to reconnect

Type the letter "q" on the keyboard to exit the screen session.

[screen is terminating]
[admusr@nassau-sds-so-b ~|$

70.

Apply the SDS
SOAM B server
configuration file.

e Repeat Steps 57 - 69 this procedure for SOAM Server B.
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71 SOAM Guest B: $ ping —c 5 10.240.38.78
|:| From the SOAM-B PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.
Guest, “ping” the 64 bytes from 10.240.38.78: icmp_seq=1 ttl=64 time=0.031 ms
IMI IP address of 64 bytes from 10.240.38.78: icmp_seq=2 ttl=64 time=0.017 ms
the SOAM-A Guest | g4 pytes from 10.240.38.78: icmp_seq=3 tti=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp_seq=5 ttI=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp_seq=6 ttl=64 time=0.028 ms
--- 10.240.38.78 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms
72 SOAM Guest B: $ ping —c 5 10.240.39.150
From the SOAM-B PING 10.240.39.150 (10.240.39.150) 56(84) bytes of data.
Guest, “ping” the 64 bytes from 10.240.39.150: icmp_seqg=1 ttl=64 time=0.024 ms
XMI IP address of 64 bytes from 10.240.39.150: icmp_seq=2 ttl=64 time=0.033 ms
the SOAM-A Guest | g4 hytes from 10.240.39.150: icmp_seq=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.150: icmp_seq=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.150: icmp_seq=5 ttI=64 time=0.027 ms
64 bytes from 10.240.39.150: icmp_seq=6 ttl=64 time=0.026 ms
--- 10.240.39.150 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
73 SOAM Guest B: $ ping —c 5 10.240.39.1
D Erom the SOAM-B PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
Guest, “ping” the 64 bytes from 10.240.39.1: icmp_seq=1 ttI=64 time=0.024 ms
local XMI Gateway 64 bytes from 10.240.39.1: icmp_seq=2 ttI=64 time=0.033 ms
address associated | g4 pytes from 10.240.39.1: icmp_seq=3 tI=64 time=0.032 ms
with the SOAM NE. . .
64 bytes from 10.240.39.1: icmp_seq=4 ttI=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp_seq=5 ttI=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp_seq=6 ttl=64 time=0.026 ms
--- 10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
74 SOAM Guest VM: $ ntpg -np
|:| Use the “ntpq” remote refid  sttwhen poll reach delay offset jitter
command to verify
that the server has +10.250.32.10 192.5.41.209 2u 139 1024 377 2.008 1.006 1.049
connectivity to the *10.250.32.51 192.5.41.209 2u 979 1024 377 0.507 1.664 0.702
assigned Primary
and Secondary NTP
server(s).
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IF CONNECTIVITY TO THE NTP SERVER(S) CANNOT BE ESTABLISHED, STOP AND EXECUTE THE
FOLLOWING STEPS:

1) Contact the customer to verify that the IP addresses for the NTP server(s) are correct.

2) Have the customer IT group provide a network path from the OAM server IP to the assigned NTP IP
addresses.

ONCE NETWORK CONNECTIVITY IS ESTABLISHED TO THE ASSIGNED NTP IP ADDRESSES, THEN
RESTART THIS PROCEDURE BEGINNING WITH STEP 74.

SOAM Guest VM: $ exit

I:' Exit from the SOAM

command line to
return the PMAC
server console
prompt.

PMAC Guest VM: $ exit

I:' Exit from the PMAC
server

THIS PROCEDURE HAS BEEN COMPLETED
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The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step

Procedure

Result

lei|

Primary SDS VIP:

Launch an approved
web browser and
connect to the SDS
VIP address

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

¥ Continue to this website (not recommended).

@ More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE’

Oracle System Login
Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Qracle and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 20410, 2018, Oracle and/or its affiliates. All rights reserved.
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Step

Procedure

Result

3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

= =) Main Menu
= {3 Administration
&) Genersl Options
= [ Access Control
= [ Software Management
= ‘3 Remote Servers
[1] LDAR Authenticatio
[©] SMMP Trapping
[] Data Export
[1] DS Configuration
= {3 Configuration
= ‘] Metworking
] Metworks
[] Devices
] Routes
[ Services
] servers
[ Server Groups
[] Resourca Domains
[] Flaces
[] Piace Associations
= C1Dsce
= {4 Alarms & Events
[ view Active
[ view History
[ View Trsp Log
= [ Security Log
= 3 Ststus & Manage
77 Network Elements
T Server

THA

Lommunications Liameter >ignal Kouter Full Address Hesolution
8.0.0.0.0-80.3.1

~ Main Menu: [Main]

This is the user-define:
it can be modified using the 'General Optic

Login Name

Last Login Time: 2[
Last Login IP: 1
Recent Failed Lo

Oracle snd Java sre registered trademarks of Oracle Corporation andfor i

Primary SDS VIP:
Select...
Main Menu

- Configuration
- Server Groups

...as shown on the
right.

= =) Msin Menu
= ) Administration
%] General Options
= [ Access Control
= [ Software Management
I {3 Remote Servers
[]] LDaP Authenticatio
[©] SNMP Trapping
j Data Export
[7] ONg Configuration
T ‘3l Configuration
=1 4 Metworking
] Metwnris
[] Devices
[ Routes
j Sarvices
[] servers
j Server Groups
[]] Resource Domains
] Places
[] Piace Associations
= 1 DoscP

O PR .

Main Menu: Configuration -> Server Groups

Server Group Name Lewel Parent
dr_sds_grp & MONE
sds_mo_grp & MOMNE




SDS 8.4 Initial Installation and Configuration F12360-01

Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

button visible.

Step Procedure Result
Primary SDS VIP:
5_ Main Menu: Configuration -> Server Groups
|:| 1) The user will be
presented Wlth the Server Group Name Level Parent Function Connection Count Servers
“Server Groups” Network Slement: SDS_NE  NE HA Fref: DEFAULT
. . dr_sds_grp A NONE sos 1 Server Mode HA Pref VIPs
configuration screen drscana 10240198 28
as ShOWn on the Metwork Element: SDS_NE  NE HA Pref: DEFAULT
- Server MNode HA Pref
rl g ht sds_no g A NCNE sos 1 qs-sds-1 10.240.108.24
sds-no-a 10.240.108.24
sds-no-b 10.240.108.24
2) Select the “Insert”
dialogue button from & [ Security Log
the bottom left corner = i3 Status & Manage
of the screen. T Metwork Elements
17 Server
NOTE: The user may T HA
need to use the * Datsbase
vertical scroll-bar in i HPIs Insert Report
order to make the 7Y Processes
“Insert” dialogue 1 Torln "

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Info =
Adding new server group
Field Value Description

Unique Kentifier used to label a Server Group. [De

S G M * sds_so
Frver Lroup Rame -s0_gr contain at least one slpha and must not start with 8

Select one of the Levels supported by the system.

Lewvel * A W

J servers. Level C groups contain MP servers] [A va
Parent * NONE ﬂ Select an existing Server Group or NOME [4 value
Function * 5Ds ﬂ Select one of the Functions supported by the syste

Specify the number of TGP connections that will be

WAN Replication C tion Count 1
eplication L-onnection Loun = An integer between 1 and 8]

Ok  Apply Cancel
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down menu.

Step Procedure Result
7 Primary SDS VIP: Field Value Deseription
|:| Input the Server . i -
. Liraque identeier pged 10 abel a 5 WT'ST‘QI-F
GrOUp Name. Lerver Group Name sds_so_grp cantain at beast one alpha and Fust not start with ¢
8 Primary SDS VIP:
: Select “B” on the - Select Level -
I:‘ “Level” pull-down Level * o Select one of the Levels supported by the sy:
menu... zervers. Level C groups contain MP servers ]
9 Primary SDS VIP:
. - Select Parent-
Select the 15t SDS NONE
Site’s server group Parent * sds_bllorenc_grp Select an exisfing Server Group or NONE [A value is reguired.]
as entered in
Procedure 3, Step
7, on the “Parent”
pull-down menu...
Primary SDS VIP:
NCNE
|:| SeIeCt ‘_‘SDS” on the Function * 5DS Select one of the Functions supported by the system [A value is required.]
“Function” pull-
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Step Procedure Result
11, | Primary SDS VIP: Main Menu: Configuration -> Server Groups [Insert]
I:' 1) The user should be | e :
presented with a idnfo | =i
banner information Info
message stating
“Pre-Validation + Pre-\Validation passed - Data NOT committed ...
passed”.
Field Value Description
2) Select the “Apply”
dialogue button. o
Server Group Name * sds_so_grp Unique identifier u
- contain at least on
Parent * SdS_bIIOren[:_qrpﬂ Select an existing Server Group or MOME [& value is required ]
Function * sDs ﬂ Select one of the Functions supported by the system [A value is reg
L X Specify the number of TGP connections that will be used by replical
WAN Replication Connection Count 1 - Aninteger betwesn 1 and 8]

Ok  Apply Cancel

12 Primary SDS VIP: . .
: Main Menu: Configuration -> Server Groups [Insert]
I:' The user should be
presented with a prreresaneaean s -
banner information i i w!
message stating Info
“Data committed”.
o * Data commitied!
Field Value Description
Server Group Mame * sds_so_gmp I;:I_II?:; ':j;::;:
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Step

Procedure

Result

14.

[]

Primary SDS VIP:

Select...

Main Menu

- Configuration
- Server Groups

...as shown on the
right.

= 2 Main Menu
+| [C]) Administration
=] ‘Z Configuration
=] {3 Metworking

A Main Menu: Configuration -> Server Groups

Primary SDS VIP:

The Server Group
entry should be
shown on the
“Server Groups”
configuration screen
as shown on the
right.

16.

Primary SDS VIP:

1) Select the Server
Group entry applied
in Step 12. The line
entry should now be
highlighted in.

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

NOTE: The user may
need to use the
vertical scroll-bar in
order to make the
“Edit” dialogue
button visible.

[ Networks Server Group Name Level  Parent Function
Devices
j dr_sds_grp A NONE SD5
() Routes
[7) senvices
[ servers =ds_bllorenc_arp A NONE sDS
[3) server Groups
[7) Resource Domains
] Places =ds_so_grp B =ds_hllorenc_grp 5Ds
[0} Place Associations
+| ] DscP
-] ‘4 Alarms & Events
O view Active
&) view History v
Main Menu: Configuration -> Server Groups
Server Group Name Level Parent Function Connection Count  Servers
dr_sds_grp A NONE sDS 1
Network Element: SDS_NE  NE HA Pref. DEFAULT
sds_bllorenc_grp A NONE sDS 1 Server Node HA Pref VIPs
gs-8ds-1 10.240.105.29
sds-no-a 10.240.108.29
sds_so_gmp B sds_bllorenc_grp sSDs 1
Main Menu: Configuration -> Server Groups
Filler* =
Server Group Name Level Parent Function Connection Count  Servers
dr_sds_gmp A NONE s0s 1
Network Element: SDS_NE  NE HA Pref: DEFAULT
sds_bllorenc_arp A NONE s0s 1 Saraiy Noce]HAE T T2
as-sds-1 10.240.108.29
sds-no-s 10.240.108.29
E sds_so_grp 3 B E sds_bllorenc_grp E sDs E 1
: =ds_so_gmp : B : sds_bllorenc_grp ESDS : 1
Ingert Edit = Delete Report
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Step Procedure Result

Primary SDS VIP:

17. Main Menu: Configuration -= Server Groups [Edit]

|:| The user will be
presented with the
“Server Groups

[Edit]” screen as
shown on the right.

Modifying attributes of server group : sds_so_grp

Flald walug Deacription

Urigue [dantifier usad to label 3 Ser

Zarver Group Hams * ds so O
0 555091 aipha and must not start with @ digit]

Level * B [+] Salzct one of the Levals suppanzd by
Parent * sds_b :‘f:n:_gr:-:l Salzct an exeting Ssrvar Group A v
Fumction 505 [] Salect one of the Funclons Eupporie:

Eneciy the numbar of TCP connectio
WAN Replication Connection Count 1 "

13nd5]
504_ME [] Prefer Hetwork Element as spare
sarvar S Inclusion Prafemed HA Rl
sde-30-8 [ Ineude In 55 [[] Prefarsnver 35 spare
WIP Arsdgnment
\IP Aduress s
Ok Apply | cancal
18 Primary SDS VIP: Server SG Inclusion Preferred HA Role
|:| Select the “A” server
[13 ”
and the “B” server sds-s0-a [ Include in SG [] Prefer server as spare

from the list of
“Servers” by clicking
the check box next to
their names.
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Step

Procedure

Result

19.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

[ _Info_ =
Info
y _ grp
* Pre-\Validation passed - Data NOT committed ...
Parent * sds_bl I:ref'l:_gfclﬂ Select an existing
Ok Apply  Cancel

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

.....................

rver group : sds_so_gr
+ Data committed! g P -S0_9'P

Parent * sds_bllorenc_grp[ ]

Primary SDS VIP:

21.
D Click the “Add” VIP Address
dialogue button for Add
the VIP Address.
29 Primary SDS VIP:
I:' Input the VIP VIP Address Add
Address
10.250.32.10 Remove
23 Primary SDS VIP:
. . VIP Address
D Click the “Apply” Add
dialogue button.
10.240.108.52 Remove

Ok Apply Cancel

F12360-01
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Step

Procedure

Result

24,

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Edit]

grp
o * Pre-\Yalidation pazsed - Data NOT committed ..

]

VIP Assignment

VIP Add
ress Add

10.240.108.52 Remove

Ok  Apply Cancel

Primary SDS VIP:

The user should be
presented with a
banner information

Main Menu: Configuration -> Server Groups [Edit]

...as shown on the
right.

"Data committed” info
_ rver group : sds_so_grp
* Data commitied!
Parent * sds_bllorenc_grp| v Select an existing Se
Function * 508 W Select one of the Fur
26 Prim ary SDS VIP: = 2 vanhan Main Menu: Alarms & Events -> View Active
. +) (1 Adminleiration
Select e o
e *d8_no_grp
. Event ID Timestamy Saverty Product Procese NE Server
Main Menu = " e
1 - 3\ 2018-06-D5 10:34:05.093 EOT CLEAR Piatiorm raciark SDS_NE SOE-N0-3.
- Alarms & Events ) P omars = ——r— P
. . 1 oioos Aezosaton: N 31000 2015-06-D5 10:34:05.003 EDT CLEAR Siatform radlerk SDS_NE Edeno-3
- View Active i Grosce = swran R
@ 3 N_mi Evems. 3226 2018-06-05 10:31:52.000 EOT MAJOR Piatiorm omha SDS NE Eds-no-b
: Efﬁ";‘ s P ARG condien ay e st st (1563 0.
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Select...

Main Menu
- Status & Manage
- Server

...as shown on the
right.

[]] OME Configuration
=1 4 Configuration
= ‘ Metworking
[ Metworks
[] Devices
3 Routes
[] Services
[7] servers
[7] server Groups
:l Resource Domains
[] Flzces
[] Flsce Associstions
= [ DscP
= 44 Alarms & Events
:l Wisw Active
[ view History
[7] view Trap Log
@ (1 Security Log
=1 4 Status & Manage
77 Metwork Elements
17 Server
T HA
17 Database
) KPIs

Step Procedure Result
Primary SDS VIP: _ e
27. A T';j“e"“t ) ~  Main Menu: Alarms & Events -> View Active (Filtered)
Verify that Event ID T el Outons
10200 (Remote ‘I'_T:imﬁ';flml Tasks v
Database re- %] [ Software Management
initialization in =) 3 Remats Servers sds_no_grp | sds_so_a
progress) alarms are [} LDAP Authenticatio — . severi
present with the SDS [ SNMP Trapping Seq# e mestame —
SOAM Server j E:la Ex:?—. Alarm Text Additiona
5 Configuration ) o) 01-10:03. 746 E
hOStnam es in the - Cmﬁgura:m o 320 10200 ‘IJ13IJSIJS '.1l.1IJ.'.-.. 46 EDT MINOR
“|nstance” fleld =1 &3 Networking Remote Database re-initizlization in progress Remote D
[] Metworks
[7] Devices
[7] Routes
[] Services
[ Servers
[7] Server Groups
MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.
DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
BOTH SDS SOAM SERVERS.
Primary SDS VIP: g = mreem )
28 7] Dsts Expart ~  Main Menu: Status & Manage -> Server

Server Hostname Net
dr-zds-no-3 soe
sds-no-a S
sds-no-b soe
sds-s0-3 S
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

Step Procedure Result
29 Primary SDS VIP: Main Menu: Status & Manage -> Server R
D 1) The “A” and “B” Server Hostname Network Element Appl State Reporting Status  Proc
SOAM servers should | = = =
now appear in the st <05 e Craties o
I’Igh'[ panel sds-so-a 3D3_NE  Disabled Norm
2) Verify that the
“‘DB” status shows
“Norm” and the “Proc”
status shows “Man”
for both servers
before proceeding to
the next Step.
30 Primary SDS VIP: Main Menu: Status & Manage -> Server
" Mo Jun 06 01:20:50 2016 EDT
|:| 1) Using the mouse, Fiter _~
select SOAM Server Reporting
A. The I|ne entry Server Hostname Metwork Element Appl State Alm DB Status Proc
ShOU|d now be dr-zdz-no-a S0S_NE Ensbled Warn Morm Marm Morm
h|ghl|ghted in. sds-no-a SDS_NE Ensbied IEE o MNorm Morm
sds-no-b SDS_ME Ensbled Warn Mormn Morm Morm
| sds-s0-a | SDS_NE | DisaEied | INER | Norm | Narm i Man |
2) Select the
“Restart” dialogue [T
button from the [ view History
bottom left corner of [ View Trap Log
the screen. ) Security Log
= Status & Manage
3) Click the “OK” T Metwork Elements Stop  Restart Reboot  NTP Sync ~ Report
button on the =
” . i Server
confirmation dialogue — W
box. _
Meszage from webpage &
4) The user should be
presented with a '6 Are you sure you wish to restart application software
confirmation message ¥ on the following server(s)?
(in the banner area) sds-s0-2
for SOAM Server A
stating:
“Successfully [ oK ] l Cancel ]
restarted
application”. i
Main Menu: Status & Manage -»> Server
| Fiterr =]: info =i
Info
Server Hosti - App
» sds-so-g; Successfully restarted application.
dr-sds-ng-s Emal
sds-no-a SD5_ME Emal
crc.nrh L=t o= N | = Fral
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Procedure 9: Pairing the SDS SOAM Servers (All SOAM sites)

right. [7] server Groups
[7] Resource Domains
[] Places
J Place Associations
@ [ DsCP
= ‘4 Alarms & Events
[ view Active
J Wiew History
J iew Trap Log
& (2] Security Log
=y Status & Manage
77 Metwork Elemenis
17 Server
T HA
17 Database
T KPIs

Step Procedure Result
Primary SDS VIP: Ly = e )
31. 7] Dats Export ~  Main Menu: Status & Manage -> Server
I:' Select... [ DNS Configuration
1+ Configuration
Main Menu = 2l Metwarking s Hostna =
- T erver Hostname 3
- Status & Manage —1 Medworis
_] Devices dr-sds-no-a SO
- Server ; _
_.I Routes sds-no-a =10
. _'I Sanvices cde-no-b so
...as shown on the [ servers
sds-s0-3 ={n

Primary SDS VIP: )
Main Menu: Status & Manage -> Server

Server Hostname

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status, &
Proc” status columns
all show “Norm?” for
SOAM Server A
before proceeding to
the next Step.

dr-sdsnc-8
sds-no-a
sds-no-b

sds-s08

NOTE: If user
chooses to refresh
the Server status
screen in advance of
the default setting
(15-30 sec.). This
may be done by
simply reselecting the
“Status & Manage
- Server” option
from the Main menu
on the left.

Network Element
505_NE
808_NE
808 NE
505 NE

Appl State rting Status

Enabled Wam Nom Hom

Enatl

Enabled Wamn Narm Marm

Enabled Wam Norm Morm

Mon Jun 06 0.

Norm
Narm
Narm

Norm
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Step Procedure Result
Primary SDS VIP: i
33. Main Menu: Status & Manage -> Server
|:| 1) Using the mouse,
select SOAM Server Server Hostname Network Element Appl State Alm De Repol
B_ The |ine entry dr-sds-no-a DS ME Enabled Wam Morm Horm|
should now be [ —— ]
highlighted in. = =05 ne ICEHET N o Norm
2) Select the
“Restart” dialogue — ;-"-" T
button from the B e Histary
bottom left corner of [ View Trap Log
the screen. 7] Security Log
- Status & Manage
3) Click the “OK” 77 Metwork Elements Stop Restart Reboot NTF Sync Report
button on the W) Server
confirmation dialogue TR v
bOX. Message from webpage
T~ ]
' U Sure you wisl rest 3 icaton ware ‘
4) The user should be | | @ Siciciongimenr e
. sds-so-b
presented with a w -
confirmation message { :
(in the banner area) T
for SOAM Server B
stating: )
“Successfully Main Menu: Status & Manage -> Server
restarted
application”. [ Fiter =] Infia +!
Info
Server Host - App
» sds-sodb: Successfully restarted application.
dr-sds-ng-a Enal
sds-no-a 505 _ME Enal
ere-nin.h = KIF Frial
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right.

[7] server Groups
[7] Resource Domains
[] Places
:l Place Associations
@ [ DsCP
= ‘4 Alarms & Events
[ view Active
:l Wiew History
:l iew Trap Log C
(] Security Log
‘4 Status & Manage
77 Metwork Elemenis

77 Server
T HA

17 Database
T HPIs

Step Procedure Result
Primary SDS VIP: Ly = e )
34. 7] Dats Export ~  Main Menu: Status & Manage -> Server
I:' Select... [ DNS Configuration
1+ Configuration
Main Menu = 'l Metworking s Hostna =
erver Hos e e
- Status & Manage B Networks
[] Devices dr-sds-no-a SO
- Server _
3 Routes sds-no-a S
3 Sanvices cde-no-b so
...as shown on the [ servers
sds-so-a2 =10

Primary SDS VIP:

Verify that the “Appl
State” now shows
“Enabled” and that
the “Alm, DB,
Reporting Status &
Proc” status columns
all show “Norm” for
SOAM Server A and
Server B before
proceeding to the
next Step.

Main Menu: Status & Manage -» Server

Server Hostname: Network Element

drzdsno-g 805 NE
sdsno-a 805 NE
sdsno-b 508 NE

sds50-8 SDE NE

Horm

INET o am

MNarm

Enabled
Enabled
Enabled

Reporting Status

Mon Jun 06 0

Proc

Narm

NOTE: If user chooses to refresh the Server status screen in advance of the default setting
(15-30 sec.). This may be done by simply reselecting the “Status & Manage - Server”

option from the Main menu on the left.

Primary SDS VIP:

Click the “Logout”
link on the SDS
server GUI.

sccount guiadmin

Wed Mow 16 11:23:320 2016 UT
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Step

Procedure

Result

THIS PROCEDURE HAS BEEN COMPLETED

5.9

DP Installation (All SOAM sites)

The user should be aware that during the Data Processor (DP) installation procedure, various errors may be
seen at different stages of the procedure. During the execution of a step, the user is directed to ignore errors
related to values other than the ones referenced by that step.

Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step

Procedure

Result

EXECUTE Appendix I: ( Disable Hyperthreading For GEN8 & Gen9 (DP Only) ON EACH
DP BLADE AFTER THIS PROCEDURE.

I:IH

PMAC Guest VM:

Launch an approved
web browser and
connect to the XMI IP
Address of the
PMAC server at the
SOAM site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

b Continue to this website (not recommended).

@ More information
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result

5 PMAC Guest VM: OIQACLEm

I:' The user should be
presented the login Oracle System Login
screen shown on the
right.

Thu Dec 8 02:18:12 2016 EST

Log In
Enter your username and password to log in
Login to the GUI
using the default user Session was logged out at 2:18:12 am.
and password.
Username: guiadmin
Password: sessses

[0 change password

Log In

Thiz application is designed to work with most modem HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation andvor its affiliates.
Other names may be trademarks of their respective owners

Copyright © 2010, 2016, Orscle and/or its affilistes. All rights reserved.

PMAC Guest VM: .
3. ORACLE piatform Management & Configuration 6.3.0.0.063.1.0

I:' The user should be = & Main Menu 2 i
presented the PMAC lfa eare Platform Management & Configuration

Main Menu as shown
on the right...

Thu Dec
[+ [ System Inventory

= 1 System Configuration
= ‘3 Software
() software Inventory
[£) Manage Software Images
D WM Management
[z (1] Storage This is the user-defined welcome message.

[ 3 Administration It can be modified using the 'General Options’ page, react

via the Main Menu's 'Administration’ submenu.
[+l ] Status and Manage

D Task Monitaring » Login Name: guiadmin

@Help Last Login Time: 2016-12-07 09:49:41
Last Login IP Address: 10.176.254 2209

D Legal Notices Recent Failed Login Attempts: 0

@ Logout
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Step

Procedure

Result

4,

[]

PMAC Guest VM:

Select the designated
DP server blade from
the Menu...

ORACLE Platform Management & Configuration 6.3.0.0.0-63.1.0

=] g Main Menu

[F] ‘3 Hardware
[ 3 System Inventory

Main Menu: Hardware -> System Inventory -> Cabinet 505 ->
Thu Dec 08 07:2(

[+ (Z] Cabinet 504 Tasks -
[=] iZ3 Cabinet 505
Main Menu [= {3 Enclosure 50502 Hardware = Software  Network WM Info
[ (1 Enclosure Info
- Hardware [ Bay 04R-0A .
’ Entity Summary Product Area
Bay 0BR-0OA
9 SyStem Inventory D B ’ Fs Blzd Entity Type Server Blade Manufacturer HP
> <Cabinet> B Ay TTmener Sece Enclosure 50502 ProductName  ProLiant BL4B0c Gens
[3) Bay 2F-Server Blade Bay 7F Part Number
- <Enclosure> [0 Bay 3F-Server Blade Hotswap State  Active ProductVersion 210 Jan 15 2015
Bay 4F-Server Blade -
- <Server Blade> D ! Serial Number USE311Y58M
[3) Bay 5F-Server Blade AssetTag N/A
[©) Bay 6F-Server Blade File 1d
[3) Bay 7TF-Server Blade
...as shown on the N .
right [ Bay 8F-Server Blade Board Area Chassis Area
) () Bay 8F-Server Blade Mfg Date Time  N/A Part Number
[] Bay 10F Server Blade Manufacturer Serial Number USE311Y58M
[3) Bay 11F-Server Blade Product Name
[1] Bay 12F-Server Blade Part Number  641016-821
(5] Bay 13F-Senver Blade Serial Number USE311Y58M
[©) Bay 14F-Server Blade File Id
D Bay 15F-Server Blade
[3) Bay 16F-Server Blade
[3) Bay 1R-Switch
D Bay 2R-Switch Install OS Cold Reset
[3) Bay 3R-SAN Switch T
[5] Bay 4R-SAN Switch
[& [ Cabinet507 T
5 PMAC Guest VM: Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Encl
. Thu Dec 08 07:20:23 201
D Tasks ~
Install the operating
H . Hardware Software Network VM Info
system by clicking the
“Install OS” dialogue Entity Summary Product Area
Entity Type  Server Blade Manufacturer HP
bUtton Enclosure 50502 ProductName ProlLiant BL460c Gen8
Bay TF Part Number
Hot-swap State  Active Product Version  2.10 Jan 152015
Serial Number USE311Y58M
AssetTag N/A
File Id
Board Area Chassis Area
Mfg Date Time  N/A Part Number
Manufacturer Serial Number USE311Y58M
Product Name
PartNumber 641016-B21
Serial Number USE311Y58M
File Id
Install 0§ Cold Reset
Upgrade
Patch
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure Result
PMAC Guest VM:
6. Select Image
I:' 1) Select the desired Image Name Type Architecture Description
TPD Image EmaesssSS e S SSSSSeeS e
( i TPD.install-7.3.0.0.0_858.27 0-OracleLinux6 8- | BHE EJ(S'E i 8627
B6_64 . ! Lo
2) Click the “Start TR e | T T
TPD.install-7.3.0.0.0_88.28.0-CracleLinuxG 8-
Software Install” x86_64 STITIE SR fe
dlal()gue button TWOE-3.3.00.0_8827 0-x85_64 Bootable xB6_64 8827
TWOE-3.3.0.0.0_88.28.0-x85_64 Bootable x86_64 88.28
L=y o
Supply Software Install Arguments (Optional)
Start Software Install Back
7 PMAC Guest VM: rMessage from webpage — — — @1

The user should be
presented with an
“Are you sure you
want to install”
message box as
shown on the right.

Click the “OK”
dialogue button

@I You have selected to install a bootable 05 iso on the selected targets.
7

The following targets already have an Application:
Enc:50502 Bay:2F ==> TVOE

Are you sure you want to install
TPD.install-7.3.0.0.0_88.27.0-Oraclelinuxb.8-x86_564 on all entities in the
Targets list?

OK l ’ Cancel

PMAC Guest VM:

Note the task number
assigned to SDS
Application upgrade.
This number will be
used to track its
progress.

This task takes up to
~25 minutes.

Software Install - Select Image

Tasks -

Targets Select Image

Entity Status Image Name

ae - T = e
Enc:50502 Bay:3F | TPD.install-7.3.0.0.0_88 27.0-OracleLinux6 8- 1 !
Guest guest? | x86 64 - | f}lete

, = =
TPD.install-7.3.0.0.0_88 28 0-CracleLinux6.8-

Y8664 Bootable xB6_64 88.28
TVCE-3.3.0.0.0_88.27 0-x86_64 Bootable *B6_64 88.27
TVOE-3.3.0.0.0_88.28.0-x86_64 Bootable xB6_64 88.28

Execute "Install OS”
for each additional
DP Server.

e Repeat Steps 4 - 8 of this procedure for each additional DP server blade
in the SOAM enclosure.
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Step Procedure Result
PMAC Guest VM: .
10. ORACLE Platferm Management & Configuration 6.4.0.0.0-646.0
I:' 1) Select...
Main Menu

- Task Monitoring

...as shown on the
right.

E Main Menu

Main Menu: Task Monitoring

=] {3 Hardware
[C] System Inventory
[ System Caonfiguration

[=] ‘3 Software ID Task Target
Software Invento
B " [ 165 Backup PM&C
D IManage Software Images
VI Management | i i : s
gm g 1] 1164 ! Install OS gﬂg:tig
orage G Y
gﬂdmlms‘[ratmn B 163 Install OS EEZ%
Status and Manage I =
[] Task Monitoring (] 162 Instalos gﬂ;:tig
@ Help g
[ Legal Notices B 161  install OS £neians
@ Logout t=
=  a&n A RMS: RI
PMAC Guest VM: D Task Target Status State TaskOutput  Running Time  Start Time Progress
11. ] 165 BackupPM&C PM&C Backup successful COMPLETE NIA 0:00:16 2016-10-01 100%
U] | waian Progressis | Loi "o [Gelaes ' Galstemos (MU NA
100% with a Status of | O 1 mwos  SCHEEMI  poeomsson s copce wa B0
Success and a State @ 162 nstallos gﬂz% E::‘E g?:f;{mi‘:gﬂ';f&"'0—"'27'0' COMPLETE NIA 0:15:22 fg?:é?agéac 100%
of Complete. D weos  SEESESM  Dreleebonomre copoe  wa owss  SEEY
.... Then proceed to e
the next step.
PMAC Guest VM: .
12. ORACLE Platform Management & Configuration 6.4.0.0.0-64.6.0
|:| Re-select the
i =, Main M ) .
designated DP server | [ & Main Menu Platform Management & Configuration
blade from the [ &3 Hardware The Dac

Menu...

Main Menu

- Hardware

-> System Inventory
-> <Cabinet>

- <Enclosure>

- <Server Blade>

...as shown on the
right.

21 System Inventory
=1 System Configuration
[F] ‘3 Software
[5) software Inventory
D IManage Software Images
D WM Management

(O] Storage This is the user-defined welcome message.
(23 Administration It can be modified using the 'General Options’ page, reach
[ Status and Manage via the Main Menu's "Administration’ submenu.
¥

(5] Task Monitoring ' Login Name: guiadmin

Hel Last Login Time: 2016-12-07 09:49:41

@ P Last Login IP Address: 10.1746.254.220

D Legal Notices Recent Failed Login Attempts: 0

@ Logout
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Step

Procedure

Result

13.

[]

PMAC Guest VM:

Select the “Software”
tab.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Thu Dec 08 07:35:51 2016

Tasks «

Hardware oftware MNegvork VI Info

Operating System
Operating System Version
Hostname

Flatform Software
Platform Version

Upgrade State

Operating System Details

Application Details

Red Hat Enterprise Linux Server Application
6.8 Version
hostname3dfifalca7d4 Function
TPD (x86_64) Designation
7.3.00.0-88.280
Mot In Upgrade
Install OS Cold Reseat
Upgrade
Patch

14.

PMAC Guest VM:

1) Verify the correct
TPD is shown.

2) Verify
“‘Application Details”
are blank.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay 3F

Thu Dec 08 07:35:51 2016

Tasks

Hardware Software

Metwaork

WM Info

Operating System
Operating System Version
Hostname

Platform Software
Platform Version

Upgrade State

Operating System Details

Application Details

Red Hat Enterprise Linux Server Application
6.8 “ersion
hostname3dfifalca7d4 Function
TPD (x86_64) Designation
7.3.00.0-88.2580
Mot In Upgrade

Install OS Cold Reseat

Upgrade
Patch
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Step Procedure

Result

PMAC Guest VM:
15. .

[]

1) Select the
“Network” tab.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 50502 - Bay

2) Make note of the
control IP address for
this DP, called

Hardware Software

Network

“bond0”: it will be Networking Details:
referenced later Interface | IP Address Admin Status | Operational Status
T —
bond0 Wig.254.113.158 Up Up
3) Select the bendo—00: dad3:65feda:2560 | Up Up
“Upgrade” button.
Install 08 Cold Reset
Upgrade
Patch
16. PMAC Guest VM: Select Image
I:' 1) Select the COMect | ;eocmeoomoommioooiooioo
SDS version from the ' Image Name Type Architecture Description
“ P T T e
T'hmali?e Nartne rLISt.Id oracleGuest-5.0.0.0.0_50.8.0-x86_64 Upgrade %8654
e line entry shou P N e
now be highlighted. ~ {<-SD5-8.0.00.0_80.16.0x86 64 Upgrade x86_64
;I:gé:).Ean;tall—?.ﬂ.3.D.D_85.4E.D—OraCIELinURE.?— Bootable X86_64
2) Select the “Start - .
Software Upgrade" Ig’é:).!anftaII—T.3.D.D.D_SS.ZS.D—OracIeLlnuxE.S— Bootable X86_64
dialogue button PO .
.install-7.3.0.0.0_88.30.0-CracleLinux6.8- Bootable ¥86_64
xB6_64
L= -]

Supply Software Upgrade Arguments (Optional)

art Software Upgrage Back

167 F12360-01
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Step

Procedure

Result

17.

[]

PMAC Guest VM:

The user should be
presented with an
“Are you sure you
want to upgrade”
message box

....as shown on the
right.

Click the “OK”
dialogue button.

Message from webpage = - e

e

Are you sure you want to upgrade to S05-8.0.0.0.0_80.16.0-x86_64 on all
entities in the Targets list?

—

Cancel

PMAC Guest VM:

Note the task number
assigned to upgrade
SDS application.

This number will be
used to track its
progress.

This task takes up to
~20 minutes.

Software Upgrade - Select Image

Targets Select Image

Entity
Enc;50502 Bay:3F

Image Name Type

TPD.install-7.3.0.0.0_86 28 0-CracleLinux6 8-

8664 Bootable

TWOE-3.3.0.0.0_8827 0-x86_564 Bootable

TVOE-3.3.0.0.0_88.28.0-x86_64 Bootable

Thu Dec 08 08:47:38 |

Architecture Description

e

Install SDS SW on
each remaining DP
server blade.

e Repeat Steps 10 - 18 of this procedure for each additional DP server

blade installed in the SOAM enclosure.

PMAC Guest VM:

Select...

Main Menu

- Task Monitoring

...as shown on the
right.

= Main Menu
=] 3 Hardware

Main Menu: Task Monitoring

=] =3 System Inventory
[+] [C] Cabinet 504

[+] [ Cabinst 505 D Task
[#] [ Cabinst 507 : : 1
[ FRU Info 1] 1130 ! Upgrade
[+ [Z7 System Configuration i
[ iy Software 2 129 Upgrade
[[] Software Inventory
[7] Manage Software Images 3 128 instanos
[ VM Management 9
[+ [ Storage 127  Install OS
[+ [ Administration L
[+ [ Status and Manage 21 126 installos
[Z] Task Monitoring
125 Install 0§
& Help j
Legal Notices
E e ] 124  Install 0s

Enc:50502 Bay:.
Guest: guest1

RMS: RMS50004
Guest: guest2

RMS: RMS50004
Guest: guest1

Enc:50502 Bay:i
Guest: guest2

Enc:50502 Bay:i
Guest: guest1

Enc:50502 Bay:!

vt et
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Step

Procedure

Result

PMAC Guest VM:

Wait till Progress is
100% with a Status of
Success and a State

Status State Task Output

| Enc:50502 Bay:3F I I -
; Guest: quest? || ST (RECHEEETE [0:05:41

Enc:50502 Bay:3F :05:
Upgrade Guest: guestl Success COMPLETE 0:05:27

RMS: RMS50004U03
Guest: guest2

Done: TPD.install-7.3.0.0.0_88.27.0-

OracleLinux6.8-x86_64 COMPLETE

0:14:43

RMS: RMS50004U03 Done: TPD.install-7.3.0.0.0_88.27.0-

Running Time

Start Time

1 2016-09-30

1 11:32:36
2016-09-30

11:32:26

2016-09-30
11:01:30

2016-09-30

Progress

Of Complete j 127  Install OS Guest: guestt OracleLinux6.8-x86_64 COMPLETE N/A 0:13:05 11:01:21 100%
.... Then proceed to
the next step.

22 PMAC Guest VM:: _ _

: ] in Account guiadmin ¥ |

|:| Click the “Logout”
link on the PMAC
server GUI.

Thu Dec 08 08:47: 38 2016 UTC

Primary SDS VIP:

23. y -

I:' Launch an approved 6) There is a problem with this website's security certificate.
web browser and A
connect to the XMl
Virtual IP address The security certificate presented by this website was not issued by a trust
(VIP) assigned to The security certificate presented by this website was issued for a different
Active SDS site

Security certificate problems may indicate an attempt to fool you or intercq
server,
NOTE: If presented
Wlth.t.he s”ecurlt)'/ We recommend that you close this webpage and do not continue to
certificate” warning
s_creen shown to the & Click here to close this webpage.
right, choose the ]
following option: & Continue to this website (not recommended).
“Continue to this ]
website (not = More information
recommended)”.
169 F12360-01
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Step Procedure

Result

Primary SDS VIP:
24. y

[]

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default user
and password.

ORACLE

Oracle System Login
Mon Jun & 00:47:50 2016 EOT

Log In
Enter your username and password to log in

Session was logged out at 12:47:50 am.

Usemame: |
Password:
| Chamge passward

Log In

Welcome fo the Cracle System Login.

This application is designed to work with most modern HTMLES compliant browsers and uses both JevaScript and
cookies. Flease refer to the Oracle Soffwsre Web Browser Support Policy for details.

Unauthorized accass is prohibited.

Oracle and Jsva sre regizfered trademarks of Oracle Comporation sndfor itz sffilisles.
Cither nsmes may be trademarks of their respeciive owners.

Copyright 8 2090, 2016, Orscie andfor itz affiiates. Al rghtz resened

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as shown
on the right.

ORACLE" communications Diameter Signal Router Full Address Resolution Pause Updates | Help | Logged in Acoount guiadmin v | Log Oul

061219
= 8 Main Mery
4 [ Administration
[ [ Configuration
@ (1 Alams & Events
3] [0 Security Log
4] () Status & Manage
41 (2] Measurements

Main Menu: [Main]

Thu Jun 28 04:28:00 2018 EDT

@ (22 Communication Agent

This s the user-cefined welcome message.

*1s08
" ; Hel It can be modified using the 'General Options' item under the 'Administration’ menu.
elp
[0 Legal Notices Login Name: guiadmin
Logout Last Login Time: 2018-06-28 04:06:22
oo Last Login IP: 10.240.23.211

Racant Failed Login Attampts: 0

Oracle and Java are registered trademarks of Oracle Corporation andior its affiliates. Other names may be trademarks of

opyright @ 2010, 2018, Gracle and/or its afiliates. Al nghts reserved
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Step

Procedure

Result

26.

[]

Primary SDS VIP:

1) Select...

Main Menu

- Configuration
- Servers

...as shown on the
right

2) Select the “Insert”
dialogue button.

= =) Main Menu

‘4 Administration
5] General Options
= [ Access Control

~

= [ Software Management

= ‘4 Remote Servers

[] LD&P Authenticatio

] SNMP Trapping
[] Data Export

[J] OMS Carfiguration

‘3 Configurafion

= A Networking
] Metwaris
[] Devices
[ Routes
[] Services

] Servers

[] server Groups

] Resource Domains

[] Flaes

[] Fiace Associations

= [1DscF

=

= i Alarms & Events

Main Menu: Configuration -> Servers

Hostname Role

sds-no-a MNetwork OAMEP
sds-no-b Metwork QRAMEP
gs-sds-1 Query Server

dr-sds-no-a Network OAMEP

sds-50-3 Systerm CAM

System

sds-no-

sds-no-t

dr-sds-n

sds-50-2

171
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Step

Procedure

Result

27.

[]

Primary SDS VIP:

The user is now
presented with the
“Adding a new
server” configuration
screen.

Main Menu: Configuration -> Servers [Insert]

Adding a new server

Aftribute

Hostname *

Role *

System ID

Hardware Profile

Value

- Select Role - ﬂ

SDS HP ¢c-Class Blade W1 ||

Network Element Name * - Unassigned -|v|

server Role from the
pull-down menu.

MP
QUERY SERVER

Location
Ok Apply  Cancel
28 Primary SDS VIP: Adding a new server
|:| ‘I‘nput the aSSIQnEd Attribute Value Description
hostname” for the
Database Processor Unigue name for the server. [Default = n/a. Range = A 20-character
(D P) . . string. Valid characters are alphanumeric and minus sign. Must start
Hostname =t with an alphanumeric and end with an alphanumeric.] [A value is
required.]
29 Prl mary SDS le RS end with an alphanumeric_] [A value is required ]
. NETWORK CAM&P
SYSTEM OAM
D Se|eCt “M P” fOI’ the Role * Select the function of the server [A value is reguired.]
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Step Procedure

Result

Primary SDS VIP:
30. y

|:| Using the chart

provided, select the
DP Hardware Profile
which is appropriate
to your installation
from the pull-down
menu.

NOTE: The choice
of DP HW Profile is
dictated by the
placement of the
XMI switch pair in
the c-Class
enclosure.

SDS HP Rack Mount
SDS Cloud Guest

SDS HP c-Class Blade V1
SDS HP c-Class Blade V2

Hardware Profile

SDS HP c-Class Blade VO

Hardware profile of the server

. Bonded
DP HW Profile Network Comments
Interfaces

SDS HP c-Class | IMI Bondo Use when both XMI and IMI
Blade VO (etho1, ethop) | A€ 0 be VLAN tagged.

XMI

M BondO Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V1 bond1 DP blade mezzanine card

XMI (eth23, eth24) | Ports eth23 / eth24.

M Bond0 Use when XMI enclosure
SDS HP c-Class (eth01, eth02) | switches are connected to
Blade V2 bond1 DP blade mezzanine card

XMI (eth21, eth22) ports eth21 / eth22.

Primary SDS VIP:

Select the Network
Element Name of the
SOAM site where the
DP is physically
located from the list of
available NEs in the
pull-down menu

- Unassigned -

Network Element Name * [EIER=

NOTE: After the Network Element Name is selected, the Interfaces fields will be displayed,

as seenin Step 33

Select the network element [A value is required.]

Primary SDS VIP:

Location description [Default =™ R

32. Location banialore X sting]
|:| Enter the site ¢
location.
NOTE: Location is an
optional field.
173 F12360-01
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Step Procedure Result
33 Primary SDS VIP: Network IP Address Interface
|:| 1) Enter the IMI IP
address for the DP INTERNALXMI (10.75.182.128/25) 10.75.182.215 bondo VLAN (3)
Server.
2) Set the IMI INTERNALIMI {192.168.0.0/24) 102.168.0.181 bondo WLAN (4)
Interface to “bond0”
and “check” the
VLAN checkbox.
X DP Server Network Interface Ch\gz:ﬁgox
DP IMI bond0 /
34 1) Enter the customer
: assigned XMl IP VLAN tagging VLAN
address for the DP DP Server B2 (on XMI network) iEEEE Checkbox
Server.
No bond1 x
Layer 3 DP XMI
(No VLAN tagging Yes bond0 /
used for XMlI)

2) Set the XMI
Interface to “bond1”
and “DO NOT
check” the VLAN
checkbox.

-OR -

Layer 2

(VLAN tagging used
for XMl)

2) Set the XMI
Interface to “bond0”
and “check” the
VLAN checkbox.

11 CAUTION!!!|

It is crucial that the correct network configuration be selected in Steps 33 - 34 of this
procedure. Choosing an incorrect configuration will result in the need to re-install the OS
and restart the DP Server installation procedure over from the beginning.
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Step Procedure Result
35 Primary SDS VIP: NTP Servers:
I:' 1) Click the “NTP NTP Server IP Address Prefer
Servers:” “Add”
dialogue button. -
10.250.32.10 O Remove
2) Enter the NTP
Server IP Address
for an NTP Server. NTP Servers:
3) Enter 3 NTP NTP Server IP Address Prefer Add
Server IP address,
repeat (1) and (2) to 10.240.21.191 —
enter it.
10.240.21.192 Remove
4) Optionally, click the s
upreferu CheCkbOX tO 10.240.21.193 Remove
prefer one NTP
Server over the other.
Primary SDS VIP:
36. y
D 1) The user Should be Network IP Address Interface
Eraensneer:'tiendfov:'lrl':]hataion XMI (10.240.221.64/27) 10.240.221.67 xmi WLAN (103)
message stating
“Pre-Validation IMI {169.254.4.0/24) 169.254.4.2 imi T @ VLAN(2)
passed”.
NTP Servers:
2) C“Ck the “Apply” NTP Server IP Address Prefer e
dialogue button...
10.250.32.10 Remove
10.250.32.51 Remove
10.250.32.129 cJ Remove
>
Primary SDS VIP: i i .
37. Main Menu: Configuration -> Servers [Insert]
I:' If the values provided
match the network Flinfor =]
ranges assigned to —
the NE, the user must
sele_ct the ‘Info’ box to - Data committed!
receive a banner
information message T ) Value
showing that the data
has been committed
to the DB. Hostname * sds-sc-a
175 F12360-01
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Procedure

Result

38.

Primary SDS VIP:

= =) Msin Menu

= ] Administration

sl

Main Menu: Configuration -» Servers

I:' Select... ] Genersi Opions
= _.J| Apoess Control e
Main Menu = [ Software Management Hostname Role Syste
- Configuration =] {3 Remots Servers
> Servers j LOAP Authenticatio sds-no-a Network CAMEP sds-ne
[£] SMMP Trapping
:I Diata Export sds-no-b Metwork OAMEP sds-ne
...as shown on the [7] OMS Gonfigurstion
right. = 3 Configuration gs-sds-1 Cuery Server
=1 ‘=l Metworki
_13 Ne ngG dr-sds-no-g Metwork OAMEP dr-sdls
[] Devices
:I Boutes sds-so0-a System QAN sds-5¢
S
a 3 riees dp-sds-1 MP
arvers
[]] server Groups
[] Resource Domains
[] Flzces
:‘ Place Associafions
= [C] DsCP
0 Alarens & Suants
Primary SDS VIP: ) N
39. Main Menu: Configuration -> Servers
D On the
“configu ration Hostname System ID Server Group Network Element Location Place
”
?Servers screen, sds-no-a Natwark OAMEP Y -rc-a sds_no_grp SDS_NE EBangalore
find the newly added
DP server in the list. sds-nob Nebwork OAMEP sdsnob =ds_no_grp SDS_NE Bengalore
gqs-sds-1 Query Server =ds_no_grp SDS_NE Bangalore
Note: The DP server dr-zds-no-a Matwork OAMEP dr-sds-no-a ar_sds_grp SDE_ME Bangalore
will have a “MP” role. sds-so-a System OAM sds-so-1 sds s0 8 SDS_NE Bangalore
dp-sds-1 MP SDS_NE Bangalore
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Step Procedure Result
Primary SDS VIP:
40 Hostmame Role System ID Server Group (= Location Place
1) Using the mouse, Element
|:| Sglg’cé tB(; newly sds-no-a gi:::;ﬁ sds-no-a sds_no_grp SDS_ME Bangalore
adde server
entry. The line entry sds-no-b gii:;ﬁ sds-no-b sds_mo_grp SD5_ME Bangalorz
containing the server
with a “MP” r0|e qs-sds-1 Cuery Server sds_mo_grp SDS_MNE Bangalor=
I‘S]t-]gohl::ghr:(e)(\gv be dr-sds-no-a gi.?;:;; dr-sds-no-a dr_sds_grp SD5_ME Bangalore
sds-50-3 Systern A0 sds-s0-1 sds_s0. 8 SD5_ME Bangalore
2) C“Ck the “Export” dp-sd=-1 MP SD5_ME Bangalore
dialogue button from N
the bottom left corner
of the screen.
Insert Edit Delete Export = Report
41. Primary SDS VIP: Main Menu: Configuratiun -> Sarvers
|:| The user must select : :
the ‘Info’ box to [ Fiter =] info i
receive a banner Info
information message Hostname cation
showing a download o = Exported server dats in THLCConfigData.dp-sds-1.sh may be downlosded
link for the “MP” sds-no-a - s e SOS_TW_gTp . So= T e odngalons
configuration data. CAMER - -
sds-no-b Eer:ﬁﬁ sds-no-b sds mo qQrp 505 ME Bangalore
42 Configure/Export the
: each additional DP e Repeat Steps 26 - 41 of this procedure for each additional DP server installed in
server to be installed the SOAM cabinet.
for this SOAM site.
43 Primary SDS VIP: lpdstes | Help | Logged in Account guisdmig(v| | Log Out
i . . " 3.0.0.0.0-50.3.1
Click the “Logout
link on the SDS
server GUI.
44 Primary SDS VIP: login: admusr

1) SSH to the
Primary SDS NOAM
VIP and access the
command prompt.

2) Log into the server

as the “admusr” user.

Using keyboard-interactive authentication.
Password: <admusr_password>

Primary SDS VIP:

Change directory to
filemgmt

$ cd /var/TKLC/db/filemgmt
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Procedure 10: Installing the Data Processor blade (All SOAM sites)
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Result

46.

[]

Primary SDS VIP:

Attain directory listing.

Look for the
configuration file(s)
that have just been
generated for the
DP(s). This should
appear toward the
bottom of the output.

$ Is —Itr TKLCConfigData*.sh

*** TRUNCATED OUTPUT ***

-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:54 TKLCConfigData.dp-carync-1.sh
-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:57 TKLCConfigData.dp-carync-2.sh

Primary SDS VIP:

Use scp to copy the
file(s) to the PMAC
server.

$sudo scp —p <configuration_file-1> <configuration_file-2>
admusr@<PMAC_Mgmt_IP>:/tmp/

Password: <admusr_password>
TKLCConfigData.dp-carync-1.sh
TKLCConfigData.dp-carync-2.sh

100% 1757
100% 1757

1.7KB/s 00:00
1.7KB/s 00:00

Use SSH to login to
the PMAC Guest VM
server as the
admusr.

$
48. Primary SDS VIP: $ exit
Logout of the Primary
SDS CLI.
49 PMAC Server CLI: login: admusr

Password: <admusr_password>

50.

PMAC Guest VM:

Key exchange with
DP control IP

$ keyexchange admusr@<DP_Control_IP>

Example:

[admusr@nassau-enc-pmac-1 ~|$ keyexchange admusr@192.168.1.22
The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

Password of admusr:

Could not get authorized keys file from remote (192.168.1.22).
Maybe it does not exist. Continuing...

The server does not know of 192.168.1.22.

Will just exchange host keys for the name given!

ssh is working correctly.

[admusr@nassau-enc-pmac-1 ~|$
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51.

[]

PMAC Guest VM:

Copy the server
configuration file to
the Control IP for the
DP.

Note: The Control IP
for each DP is
obtained in Step 15
of this procedure.

$ scp —p /tmp/<configuration_file> admusr@<DP_Control_IP>:/var/TKLC/db/filemgmt/

Password: <admusr_password>

TKLCConfigData.dp-carync-1.sh 100% 1757 1.7KB/s 00:00

PMAC Guest VM:

Connect to the DP
server console from
the PMAC Server
Console.

$ ssh <DP_Control_IP>
Password: <admusr_password>

DP Server:

Copy the SDS DP
configuration file to
the “/var/tmp”
directory on the
server, making sure
to rename the file by
omitting the server
hostname (shown in
red) from the file
name.

Example:
TKLCConfigData<.server_hostname>.sh = will translate to = TKLCConfigData.sh

$ sudo cp —p /var/TKLC/db/filemgmt/TKLCConfigData.dp-carync-1.sh
Ivaritmp/TKLCConfigData.sh

NOTE: The server will poll the /var/tmp directory for the presence of the configuration file
and automatically execute it when found.

DP Server:

After the script
completes, a
broadcast message
will be sent to the
terminal.

*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 15:47:33 2009):
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for details.

Please remove the USB flash drive if connected and reboot the server.
<ENTER>

55 DP Server: $ date
Verify that the desired Mon Aug 10 19:34:51 UTC 2015
Time Zone is
currently in use.
DP Server: sudo init 6
56 $

Initiate a reboot of the
DP.
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57.

[]

DP Server:

Output similar to that
shown on the right
may be observed as
the server initiates a
reboot.

$ Connection to 192.168.1.226 closed by remote host.
Connection to 192.168.1.226 closed.

PMAC Guest VM:

After the DP server
has completed
reboot...

Re-connect to the DP
server console from
the PMAC Server
Console

$ sudo ssh <DP_Control_IP>
Password: <admusr_password>

DP Server:

1) Verify that the XMI
IP address input in
Step 33 has been
applied to “bond1”.

2) Verify that the IMI
IP address input in
Step 33 has been

applied to “bond0.4”.

NOTE: Exact bond
configuration may
vary for custom
network
implementations.

$ifconfig |grep in
bond0 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64

inet addr:192.168.1.226 Bcast:192.168.1.255 Mask:255.255.255.0
bond0.4 Link encap:Ethernet_ HWaddr B4:99:BA:AC:BD:64

inet addr:10.240Q38.82 Bcast:10.24038.127 Mask:255.255.255.192

eth01 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
eth02 Link encap:Ethernet HWaddr B4:99:BA:AC:BD:64
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

DP Server:

From the DP Server,
“ping” the IMI IP
address of the
SOAM-A Guest.

$ ping —¢ 5 10.240.38.78

PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.

64 bytes from 10.240.38.78: icmp_seq=1 ttI=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=2 ttI=64 time=0.017 ms
64 bytes from 10.240.38.78: icmp_seq=3 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp_seq=4 ttI=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp_seq=5 ttI=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp_seq=6 ttlI=64 time=0.028 ms

--- 10.240.38.78 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms

F12360-01
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61 DP Server: $ ping —c 510.240.39.1
|:| From the DP Server, PING 10.240.39.1 (10.240.3_’9.1) 56(84) bytes of data.
“ping” the local XMI 64 bytes from 10.240.39.1: icmp_seq=1 ttl=64 time=0.024 ms
Gateway address 64 bytes from 10.240.39.1: icmp_seq=2 ttI=64 time=0.033 ms
gsgmaﬁleg with the 64 bytes from 10.240.39.1: icmp_seq=3 ttl=64 time=0.032 ms
' 64 bytes from 10.240.39.1: icmp_seq=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp_seq=5 ttI=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp_seq=6 ttI=64 time=0.026 ms
--- 10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
62 DP Server: $ ntpg -np
|:| Use the “ntpqg” remote refid  sttwhen poll reach delay offset jitter
command to verify
connectivity to the +10.250.32.10 192.5.41.209 2u 139 1024 377 2.008 1.006 1.049
assigned Primary and | *10.250.32.51 192.5.41.209 2u 9791024 377 0.507 1.664 0.702
Secondary NTP
server(s).
63 DP Server: $ sudo syscheck
: Running modules in class hardware...
|:| Execute a
“syscheck” to verify OK
the current health of Running modules in class disk...
the server. OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail_log
181 F12360-01
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Step

Procedure

Result

64.

DP Server:

Accept upgrade to the
Application Software.

Use "q" key to exit the
screen session.

[admusr@nassau-dp-2 ~]$ sudo /var/TKLC/backout/accept

Called with options: --accept

Loading Backout::BackoutType::RPM

Accepting Upgrade

Executing common accept tasks

Setting POST_UPGRADE_ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks_temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing 'fetc/my.cnf' from RCS repository

INFO: Removing '/etc/pam.d/password-auth' from RCS repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository
INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0' from RCS repository
INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing '/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===

screen session: use 'screen -x upgrade' to reconnect

Type the letter "q" on the keyboard to exit the screen session.

[screen is terminating]
[admusr@nassau-dp-2 ~]$

NOTE:
EXECUTE Appendix I: Disable Hyper threading (DP Only) on server before exiting.
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Procedure 10: Installing the Data Processor blade (All SOAM sites)

Step Procedure

Result

DP Server:
65.

[]

Exit from the
command line to
return the server
console to the login
prompt.

$ exit
Connection to 192.168.1.199 closed.

Apply the
configuration file for
each additional DP
server installed at the

® Repeat Steps 51 - 65 of this procedure for each subtending DP server installed in
the same SOAM enclosure.

SOAM site.
67 PMAC Guest VM: $ exit
|:| Exit from the PMAC

server.
68 Primary SDS VIP: .

| select = A"_:":EME”; ) ~ Main Menu: Configuration -> Server Groups
|:| elect... = ministration
j e pene
Main Menu

- Configuration
- Server Groups

...as shown on the
right.

Function

3 [ Softwara Management
i Level Parent

‘3 Remote Sarwers
[] LDAP Authenticatio
[(] SNMP Trapping
J Diata Export
[7] ONS Configuration

o1 ‘a Configuration
= ] Metworking

J Meheorks I
[] Devices
[ Routes
J Sarvices

J Servars

[] server Groups

Server Group Mame

dr_sds_grp A MOMNE 505

sds_no_grp A MOME sDs

sds_so & B sds_no_grp 503

[] Resource Domains

J Flaces

[] Piace Assaciations
3 [ Dsce

t Bl & P mmie

Insert Report

183 F12360-01




SDS 8.4 Initial Installation and Configuration

Procedure 10: Installing the Data Processor blade (All SOAM sites)

F12360-01

Step

Procedure

Result

69.

[]

Primary SDS VIP:

1) The user will be
presented with the
“Server Groups”
configuration screen

as shown on the right.

2) Select the “Insert”
dialogue button from
the bottom left corner
of the screen.

=) Msin Menu
o1 ‘3 Administration
%] Genersl Options
= [ Access Control

3 [ Software Management

= ‘3 Remote Servers

[[] LDAP Authenticatio

[2] SNMP Trapping
[7] Data Expart

[]] DMs Configuration

T ‘4 Configuration
= (] Metworking

:I Mebworis
[] Devices
[] Routes
[] Services

:I Servars

:I Server Groups

[] Resource Domains

[] Fizces
:I Place Associations
& [ DSCP

Main Menu: Configuration -> Server Groups

Server Group Mame

dr_sds_grp

sds_no_grp

sds so o8

Insert

Level Parent

A MNONE

A NONE

B sds_no_grp

Report

Function

sDs

sDs

sSDs

70.

Primary SDS VIP:

The user will be
presented with the
“Server Groups
[Insert]” screen as
shown on the right.

NOTE: Leave the
“WAN Replication
Connection Count”
blank (it will default to
1).

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

Server Group Name * dp_sds_1_grp
Level® A

Parent* NONE
Function* sDs

WAN Replication Connection Count 1

Thu Hov 17 10:25:10 2

Unigue identifier used to label a Server Group. [Default = n/a. Range = A 1-32-character string. Valid characters are
alphanumeric and underscore. Must contain at least one alpha and must not start with a digit] [A value is required.]

Select one of the Levels supported by the system. [Level A groups contain NOAMP and Query servers. Level B group
are optional and contain SOAM servers. Level C groups contain MP servers.] [A value is required.]

Select an existing Server Group or NONE [A value is required.]

Select one of the Functions supported by the system [A value is required ]

Specify the number of TCP connections that will be used by replication over any WAN connection associated with thi
Server Group. [Default = 1. Range = An integer between 1 and 8.

Ok Apply Cancel
Primary SDS VIP:
71. Field Value Description
I:' Input the Server
Group Name. Unique identifier used to label a Server G
Server Group Name * dp_sd=_1_grp

not start with a digit.] [4 value is required.

NOTE: Each DP will have its own server group. Group names may be differentiated by

assigning each a unique name.
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Step

Procedure

Result

72.

Primary SDS VIP:

- Zelect Level -

TRUL DLEIL WL E Gl | [ vEiUE = regl

“Function” pull-down
menu.

|:| Select “C” on the A
“Level” pull-down _ B Select one of the Levels supported t
menu. servers.] [& value is requirsd.]
Primary SDS VIP: TToTTww T T T T
73. y - Select Parent-
|:| Select System OAM Emng
r_sds_grp
grOUp OD the Parent * Select an existing Server Group or NOME [4
Parent” pull-down
menu.
74. Primary SDS VIP: - 3elect Function -
“ ” MOMNE
I:' Select “SDS* on the Sunction * Select one of the Funciions sug

185
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Step

Procedure

Result

75.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main Menu: Configuration -> Server Groups [Insert]

Info -

Info

o « Pre-Validation passed - Data NOT committed ..

Server Group Name *

Level *

Parent *

Function *

WAN Replication Connection Count

Ok | Apply Cancel

dp_sds_1_grp

NONE

sDSs

1

Inique ider
alphanumer

Selectane ¢
are optional

Selectan ex

Selectane ¢

Specify the
Server Grau
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Step

Procedure

Result

76.

[]

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Insert]

= Data committed!

Freld

Server Group Mame *

Value

dp sd= 1_grp

Description

Unique identifier used to label a
not start with a digit.] [A value is

Primary SDS VIP:

1) Select...
Main Menu

= I-.nain Menu
[ (O] Administration
[=] =3 Canfiguration
[F &3 Networking

Main Menu: Configuration -> Server Groups

. i D Networks Server Group Name Level Parent Funt
= Configuration [ Devices
- Server Groups ] Routes SDS_DF_01_GRP c SDS_SO_GRP sDs
] services - = - -
...as shown on the [ servers
nght [0 Server Groups
[ Resource Domains SDS_DF_02_GRP c SDS_SO_GRP sDs
[ Places
2) The user will be [0 Place Associations
resented with the @ G bsce
B . . [+] (O] Alarms & Events
Configuration - [#] [ Security Log SDS_NO_GRP A NONE sos
Server Groups” [+] (] Status & Manage
screen as shown on &l [ Measurements
the I’ight [+ [Z] Communication Agent
: [ (7508
& Help SDS_SO_GRP B SDS_NO_GRP sDS
5 Leoal Notices
[@ Logout I
187 F12360-01
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Step

Procedure

Result

78.

[]

Primary SDS VIP:

1) Using the mouse,
select the MP Server
Group associated
with the DP being
installed.

2) Select the “Edit”
dialogue button from
the bottom left corner
of the screen.

Main Menu: Configuration -> Server Groups

Server Group Name

Lewvel Parent

Function

Connection
Count

Servers

dp_sds_1_grp

i sDS

i1

dr_sds_grp

sds_no_grp

sds_so a3

Insert Edit Delete

SO3

sSos

5Ds

Mehwork Elemer

Server
dr-zds-no-a

Mebwork Elemer
Server
gs-zds-1
sds-no-3
sds-no-b

Metwork Elemer

Server
sds-50-3
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Step

Procedure

Result

79.

[]

Primary SDS VIP:

The user will be
presented with the
“Configuration >
Server Groups
[Edit]” screen as
shown on the right

Main Menu: Configuration -> Server Groups [Edit]

Modifying attributes of server group : dp_sds_1_grp

Field

Server Group Name *

Lewel ®

Parent *

Function *

Value

dp_sds_1_grp

WAN Replication Connection Count 1

SDS_NE [] Prefer Metwork Element as spare

Server

dp-sds-1

VIP Assignment

VIP Address

Ok  Apply Cancel

5G Inclusion

O Include in 5G

Description

Unigue identifier used to label:

[A value is required ]

Select one of the Levels suppa

Select an existing Senver Grou

Select one of the Functions su|

Specify the number of TCP cor

Preferred HA Role

[] Prefer server a5 spare

Primary SDS VIP:

Select the “DP”
server from the list of
“Servers” by clicking
the check box next its
name.

Server

dp-sds-1

5G Inclusion

Include in 5G

Preferred HA Role

[] Prefer server as spars

189
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Step

Procedure

Result

81.

[]

Primary SDS VIP:

1) The user should be
presented with a
banner information
message stating
“Pre-Validation
passed”.

2) Select the “Apply”
dialogue button.

Main

Menu: Configuration -> Server Groups [Edit]

y
= Pre-\alidation passed - Data NOT committed ... -are

VEIIE Description

Unigue identifier used to label a Server Gro

Server Group Mame * dp_sds_1_gn . .
s F_so=_l_g® [A walue is required ]
VIP Assignment
VIP Address Add
(Apply

Primary SDS VIP:

The user should be
presented with a
banner information
message stating
“Data committed”.

Main Menu: Configuration -> Server Groups [Edit]

rver group : dp_sds_1_ar
» Dista committed! g P P_ —1-ae

respective DP Server
Group.

Field Value Description
Unigue identifier used ta
Server G N *
rver Group Name dp_sds_1_grp [A value is required ]
Level * C (] Select ong of the Levels
83 Place each additional
DP Server into its e Repeat Steps 68 - 82 of this procedure for each subtending DP server installed in

the same SOAM enclosure, using a unique group for each DP.
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Verify that Event ID
10200 (Remote
Database re-
initialization in
progress) alarms are
present with the DP
Server hostnames in
the “Instance” field..

= g} Main Menu
= 3y Administration
& General Options
+] [ Access Control
+] [ Software Management
=] iy Ramote Servers
[1) LDAP Authenticatic
[£] SNMF Trapping
[7] Data Expen
[7) DNS Canfiguration
=] iZy Configuration
=] g M=tworking
1) Networks
[0 Devices
] Routss
[0 Services
[ Servers
[ Server Groups

Main Menu: Alarms & Events -> View Active (Filtered)

Tasis +
sds_no_grp sds_so_a
Event ID Timestamp
Seq#
Alarm Text
10200 2015-D8-06 01:10:03.745 EDT

T320

Remote Dstabase re-initislization in progress

Step Procedure Result
Primary SDS VIP: _ i
84. <1 g MainMen ~  Main Menu: Alarms & Events -> View Active
Select =] iZy Administration
&| General Cptions Tasks v [ Goaohs =
Main Menu +| [] Access Contral
— ] [ Software Management
- Alarms & Events =] Remote Servers sds_no_grp | Sd45 5o 3
- View Active [7] LDWP Authenticatic .
j SMMF Trapging Seq# Event ID Timestamp
as shown on the [] Data Expont Alarm Text
right. [£] DNS Configuration 3122 2016-06-08 02:21:57.072 EOT
=] i3 Configuration 10
=] (3 Metworking HA Availsbility Status Degraded
™) Metworks
] Networ 10073 2016-05-06 02:21:56 852 EDT
[7] Devices o
j Routes Application processes have been manually stopped
7] Semvices
. j _ 32632 2016-06-06 02:21:47.700 EDT
[ Servers .
[ Server Groups Server Upgrads Pending AcczptReject
[7] Resource Domains
) Places I 9y 10300 2016-D6-06 01:20:10.363 EDT
[7] Place Associations SMMP Trapping Mot Configured
+] 7 DsCP 32532 2016-08-06 01:18:12.068 E0T
=] ‘g Alarms & Events 2
j View Active Server Upgrade Pending AcceptReject
.—1 View Histary 10200 2016-06-06 01:10:03.746 EDT
j View Trap Log 7320
§] (] Secursy Log Remaots Dstabass re-initislization in progress
85 Primary SDS VIP: it R s e

Seve
Addi
I

Rem|

MONITOR THE EVENT ID 10200 (Remote Database re-initialization in progress) ALARMS.

DO NOT PROCEED TO THE NEXT STEP UNTIL THE ALARM CLEAR IS RECEIVED FOR
ALL DP SERVERS.

191
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Step Procedure Result
86 Prim ary SDS VIP: B f@%y{iw ~  Main Menu: Status & Manage -> Server e
" _'| Ganar?l Options. e
Select... = -
§) [ Remote Servers Server Hostname Network Element Appl State Alm De Status Proc
+1 [ Earifigaration dp-sds-1 SDS_NE DiEEEEE NEE Norm Nerm Man
. 1 3 Alarms & Events drsdenoa S0S_KE Enabled Wam Norm Nerm Nerm
M ﬂ &Z: CT'::: sdsnos DS_NE Ensbled EEEE Nom Narm Narm
j ‘View Trap Log sds-no-b SDS_NE En Wam Norm Nerm MNerm
9 St at us & M an ag € +] (2] Secuniy Log I sds-so-3 SDS_NE Enzbles Warn Norm Norm MNarm
> Server 7 O Nomat e
T Server
B HA
...as shown on the
right.
Primary SDS VIP: Main Menu: Status & Manage -> Server
87 . Mon Jun 05 02:26:55 2016 ECT
D Verify that the “DB &
Reporting” status Server Hostname Network Element Appl State  Alm e Reporting Proc
columns all show dp-sds-1 SD5_ME s Marm Man
“Norm” for the DP at drsdsno-a 505 _ME Nomn oia—1
this point, The sdsno-a 505 _ME EEE Mo Marm Marm
“Proc” Column sds-no-b 205_NE Wam Norm Norm Norm
ShOU|d ShOW “Man” sds-s0-3 SDS_ME Wam MNorm MNorm MNorm
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Step Procedure Result
88 Primary SDS VIP: Main Menu: Status & Manage -> Server
" Mon Jun 06 02:26:55 2016 EC
|:| 1) Using the mouse,
select the “DP” . Server Hostname Network Element Appl State Alm DE Reporting Froc
hostname. The line ’ : : : ;

i dp-sds-1 i SDS_NE i IDISSEIEGN ;| INER ; Norm Norm Man
entry Should now be I-:r-sds—ro—a I SDS_ME I Enabled I Wam I Norm Norrn Norm
highlighted in. sdsnoa 505 ME Ensblzd EEEE o Narm Narm

sds-no-b SDS_ME Enabled Wam MNorm MNorm MNorm
sds-s0-3 SDS_ME Enzbled Wamn MNorm MNorm MNorm
2) Select the
“ReStart” dlalogue Stop  Restart Reboot NTP Sync | Report
button from the
bottom left corner of
the screen. g 5

Message from webpage Iﬁ
3) Click the “OK”
bUttc_m On_the . I.-"'_"‘-. Are you sure you wish to restart application software
confirmation dialogue Y on the following server(s)?
box. dp-sds-1
4) The user should be I
presented with a [ OK ] [ Cancel
confirmation message

. L 4
(in the banner area)
for the “DP” stating: -
. ==
“Successfully Main Menu: 5tatus & Manage Server
restarted T e —
application”. [ Fiter ~|{ oo~
Info
Server Hostr B
NOTE: The user may o - dp-sds-1: Successfully restarted applcation.
need to use the dp-sis-1
vertical scroll-bar in
dr-sd ] 505 _MNE
order to make the rEsEne= =
“Restart” dialogue sds-no-3 SDE_NE
button visible.
Primary SDS VIP: — .
=) 2l Main M ; .
89. aVenten ~  Main Menu: Status & Manage -> Server
I:' Select. .. +] (] Administration
3] (] Configuraton
. =] {5y Alarms & Events
Main Menu ) ViewAche
- Status & Manage 0 ‘Jlewl-i'ta;y Server Hostname Hetwork Element Appl State
> Server 7 View Trap Log dpesds- 505 NE Enabled
#] (0] Securiy Log drsdsnoE 505 NE Enatled
...as shown on the =) 3 Status & Manage
right. T Network Elemants ' sds-no-3 SD5_NE Enabled
Y Samyer sds-no-b SD5_NE Enabled
T HA sds-50 505 ME Enabled
7% Database
L o=
193 F12360-01
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Step Procedure Result
Primary SDS VIP:
9. Y
|:| Verify that the “Appl Main Menu: Status & Manage -> Server
State” now shows F—~] E———
“Enabled” and that Sanadi
the “Alm, DB, Server Hostname Metwor ) m 18):} mﬂn—ﬂﬂ\
Reportlng StatUS & dp-sds-1 DS _NE Enabled Warn Morm Morm I'\orm/
IT) dr-sds-no-3 SDS_NE - Morm
Pl‘l-oﬁ] Stitus CO!E‘I;nnS sds-no-3 SDS_NE Enabled ST o Morm Norm
all show Norm or sds-no-b SDS_NE Enabled Warn Morm Morm Morm
the “DP”- sds-s0-3 SDS_NE Enabled Warn Morm MNorm Morm
Repeat this . i . .
91. procedure for each e Repeat Steps 86 - 90 of this procedure for each additional DP server installed in
|:| additional DP Server. the SOAM cabinet.

THIS PROCEDURE HAS BEEN COMPLETED
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5.10 Configuring ComAgent

This procedure configures the ComAgent that allows the SDS Data Processor servers and the DSR
Message Processor servers to communicate with each other. These steps cannot be executed until all SDS
DP servers are configured.

Procedure 11: Configuring comAgent (All SOAM sites)

Step | Procedure Result

Primary SDS VIP:

1,
I:' Launch an w] There is a problem with this website's security certificate.
approved web '\/

browser and
connect to the XMl The security certificate presented by this website was not issued by a trusty

Virtual IP Address The security certificate presented by this website was issued for a different
(VIP) of the SDS

Security certificate problems may indicate an attempt to fool you or interce
SErver.

NOTE: If
presented with the
“security cetrtificate
warning screen
shown to the right,

” We recommend that you close this webpage and do not continue to

@ Click here to close this webpage.

choose the ¥ Continue to this website (not recommended).
following option:

“Continue to this @ More information

website (not

recommended)”.

,_| Primary sDs viP: ORAC I_EH

|:| The user should be
presented the login

screen shown on Oracle System Login -
the right. Mon Jun & 02:22:07 2018 EDT

Login to the GUI

using the default ) Log In )
user and Enter your username and password 1o log in

password. .
Session was logged out at 2:32:07 am.

Username:
Fassword:

| Change password

Log In

Welcome to the Oracle Systermn Login.

This application is designed to work with mast moedem HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software YWeb Browser Support Policy for details.

Unzauthorized access is prohibited.

Oracle and Java are regisfered frademarks of Oracle Corporafion andfor ifts affiliates.
Other names may be tredemarks of their respechive owners.
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3.

[]

Primary SDS VIP:

The user should be
presented the SDS
Main Menu as

shown on the right.

= g} Main Menu

+

+

] Administration
(] Configuration
3 Alarms & Events
[ View Active
[0 View History
[ View Trap Log
] Security Log
3 Status & Manape
T4 Metwork Elements
Th Server
HA
7 Database
T4 KPIs
7h Processes
+] ] Tasks
[5] Files
] Measuremenis
] Communication Agent

Main Menu: [Main]

the DSR Message
Processer server

+ [ =035 ]
& Helo
[7] Lepal Notices
[ Logout
4 Primary SDS VIP: = #T‘:;‘::“m_ion Main Menu: Communication Agent -> Configuration -> Remote Servers
D Select +] (] Configuration
nt +] [ Alarms & Events
+] [ Securiy Log Remote Server Name Remote Server IP Address{es) L 5 S Local Server Grou)
=] (3 Status & Manapge Mode
Ma| n Menu T Metwork Elements
- & Senver
—>Communication T HA
Ag ent 7Y Dstabas=
T KPIs
- Configuration T Processes
4] ] Tasks
->Remote Servers j Files
+] ] Measuremenis
=] {23 Communication Agent
...as shown on the 1 (33 Corfiguration
. [[] Remate Servers
I'Ight [7] Connection Graups
[7] Routad Senvices b
+] [] Maintenance
5 Primary SDS VIP:
|:| Select the “Insert”
dialogue button
Insert
6 Primary SDS VIP: Field Value Description
|:| Enter the Rer:,nOte Unigque ideniifier used to label 3 Remote Server.
Server Name” for Remote Server Mame * RESDSMP1 [Diefault: n/a; Range: A 32-character string. Valid ¢

slphanumeric.] [A value is required.]
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7.

[]

Primary SDS VIP:

Enter the “Remote
Server IMI IP
Address” and "IP
Address
Preference".

Remote Server IPvd IP Address 160254 5 157

This is the |[Pv4 IP address of the Remate !
Defaul: n'a:
Range: A valid IPw4 |F addrezs.

NOTE: This should be the IMI IP address of the MP blade.

IP Address Preference

Default value can be used.

Com#Agent Network Preference E|

The Preferred IP Address for
connection establishment.

[Default = ComAgent Metwoark
Preference; Range = |Pv4 Preferred,
IPvG Preferred or ComAgent Netwark
Preference.]

Primary SDS VIP:

Select “Client” for
the Remote
Server Mode from
the pull-down
menu.

Remote Server Mode * -- Selact -

Client
Server

Identfies the mode in which the Remote Server
[A value is required ]

Primary SDS VIP:

Select the Local
Server Group for
the SDS Data
Processer server

group

Available Local Server Groups

MultiApp3_DP1
MultiApp3_DP2

Assigned Local Server Groups * Add

Assigned Local Server Groups

This field specifies the Server
Groups which can be associated
with the Remote Server. The Servers
in these Server Groups establish
connections with this Remote
Server. Server Groups which are
available will be in the Available
Local Server Groups list. Server
Groups which are associated with
the Remote Server will be in the
Assigned Local Server Groups list.
[Default = n/a; Range = List of
configured Server Groups in the
Network Element.]

10.

Primary SDS VIP:

Click the “Apply”
dialogue button

Available Local Server Groups

Assigned Local Server Groups * Remove
Assigned Local Server Groups

MultiApp3 DP1
MultiApp3_DP2

This field specifies the Server
Groups which can be associated
with the Remote Server. The Servers
in these Server Groups establish
connections with this Remote
Server. Server Groups which are
available will be in the Available
Local Server Groups list. Server
Groups which are associated with
the Remote Server will be in the
Assigned Local Server Groups list.
[Default = n/a; Range = List of
configured Server Groups in the
MNetwork Element.]
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11, | Primary SDSVIP: | pain Menu: Communication Agent -> Configuration > Remote Servers [Insert]

I:' Under the “Info”
banner option, the

user should be

presented with a

message stating
“Data committed” Remote Server Name * RESDSMP1

alue Description

= Data committed!

Unigue identifier used to label 3 Remats Server.
[Default: n/a; Range: A 32-character siring. Valid ch
alghanumeric.] [A value is required ]

This iz the IPv4 IP address of the Remats Server. If

Remote Server IPvd IP Address 160254 5 157 Defaut nia:
Ranpge: A valid IPwd IF address.

12. e Repeat steps 5 - 11 of this procedure for each additional remote DA-MP in the associated DSR

D SOAM NE.

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix A. ACCESSING THE ILO VGA REDIRECTION WINDOW

Step

Procedure

Result

lei|

Launch an approved web
browser and connect to
the iLO interface

NOTE: Always use https:/
for iLO GUI access.

/= Home - Windows Internet Explorer

e

File  Edit

y v
;

W ke I@Home

£ | https:/f10.240,240.91

View Fawvorites Tools Help

The web browser will
display a warning
message regarding the
Security Certificate.

NOTE: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

b 1 ﬁ'ﬁ [ @Cerﬁﬁcate Error: Mavigation Blocked

[ ]

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept
server.

We recommend that you close this webpage and do not continue to thi
& Click here to dose this webpage.

@' Continue to this website (not recommended).

& More information

Login to the iLO console
as “Administrator”

F12360-01

Infegrated Lights-Out 2
HP Proliant

Login name: |admin

Password: eesseses
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The admin GUI is
displayed.

Select the “Remote
Console” tab in the upper
left corner of the GUI.

Infegrated Lights-Out 2

HP

Server Name
Serial Number / Product ID:
uuIn:

sds-mrswnc-a; ProLiant DLISO G&
USE13THILP / 484184
31343834-3438-5355

33374E314C50
System ROM: P64 05/05/2011; backup system ROM: 05/05/2011
System Health: & ok

Server Pawer =

uID Light:

Last Used Remate Consale:
Latest IML Entry:

LD 2 Name:

Intagrated Remote Consols
[Repaired] System Power Supplies Not Redundant
ILOUSEL37NILE
iLO 2 FQDN: 1o

License Type

1LP.Iabs.nc. tekelec.com nc. tekelec.com ssz.tekelec, com tekelec.com
iLO 2 Firmware Version 208 05/21/2011
1P address 10.250,36.247
Active Sessions: L0 2 user:tekelec
Latest iLO 2 Event Log Entry: Srowser logout: tekelec -

iLO 2 Date/Time:

10.25,80,123(DNS name not found)

02/17/2012 14:34:47

The Remote Console
Information GUI is
displayed

Click on the “Integrated
Remote Console” option

Integrated Lights-Out 2

| Rremote consale | | |

Remote Console Information a

Integrated Remote Gonsole
Access the system KM and contral virtual Pawpr & Media fram a single console under Microsaft Intermnet Explorer,

Re-size the Integrated Remate Console to the same display reselution as the remote host, Exit the console to return to your client
desktap.

Remote Console
Access the system KYM from a Java applet-based console requiring the availability of a JWM.

Remote Serial Console
Access a WT320 serial console from a Java applet-based console connected ta the iLO 2 Virtual Serial Port. This console requires
the availability of 3 JvM

The iLO Console window
is displayed.

NOTE: The console
window resembles an MS-
DOS window but DOES
NOT have a scroll-back
buffer.

Intel(R) RMM2 Remate Console - 10.240.240.91

Cirl+*Alt+*Delete

Cent0S release 4.6 (Final)
Kernel 2.6.18-1.2849prerel3.1.0_61.12.0 on an ibB6

mps—B0566-a login:

Console(SSL): Desktop size is 720 x 400 Fps: 51in: 241 Bls Out: 50 Bis

THIS PROCEDURE HAS BEEN COMPLETED




SDS 8.4 Initial Installation and Configuration

F12360-01

Appendix B. CREATING TEMPORARY EXTERNAL IP ADDRESS FOR ACCESSING
SDS GUI

This procedure creates a temporary external IP address that will be used for accessing the SDS GUI prior to
configuring the first SDS server. This procedure assumes that the user has access to the ILO and can
access an external (XMI) network at the customer site.

[]

Step | In this procedure you will configure a temporary external IP Address for SDS Server A for the 1st
SDS site. The user will use this IP Address in a web browser to access the GUI to configure the
first SDS server.

1 Log onto the SDS hostname1260476221 login: admusr

NOAM Server A
ILO as indicated in
0

NOTE: Output
similar to that
shown on the right
will appear.

Password: <admusr_password>

For Gen8: Delete
bondo, if present

For Gen9:
Delete bond0

$ sudo netAdm delete ——device=bond0

eth01 was successfully removed from bond0
eth1l was successfully removed from bond0
Interface bondO removed

For GEN9

$ sudo netAdm delete ——device=bond0

eth01 was successfully removed from bondO
eth02 was successfully removed from bondO
Interface bond0 removed

Add XMl IP
address to the first
SDS server

(SDS NOAM-A)
and have it use
interface eth02 for
Gen8 and eth03 for
Gen9

For Gens8:

$ sudo netAdm set —device=eth02
-—onboot=yes -—netmask=255.255.255.0
-—address=<XMI_IP_Address_for_SDS_A>
Interface eth02 updated

For Gen9:

$ sudo netAdm set —-device=eth03
-—onboot=yes -—netmask=255.255.255.0
-—address=<XMI_IP_Address_for_SDS_A>
Interface eth03 updated

Add route to the
default gateway for
the first SDS site

For Gen8:

$ sudo netAdm add —device=eth02

-—route=default -—gateway=<XMI_IP_Address_for_default_gateway>
Route to eth02 added

For Gen9:

$ sudo netAdm add —device=eth03

-—route=default -—gateway=<XMI_IP_Address_for_default_gateway>
Route to eth03 added
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Wait a few minutes
and then ping the
default gateway to
ensure
connectivity.

$ ping <XMI_IP_Address_for_default_gateway>

Log off the ILO

$ exit

D.\l D@

Important NOTE:
This interface
must be un-
configured

NOTE: If this method is used, then the For Gen8 eth02(0r eth03 for Gen9)
interface must be un-configured in Step 1 of Procedure 2 in Section 5.0, “

Configuring SDS Servers A and B (1st SDS NOAM site only)”

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix C. ESTABLISHING A LOCAL CONNECTION FOR ACCESSING THE SDS

GUI

This procedure contains steps to connect a laptop to the SDS NOAM-A server via a directly cabled Ethernet
connection and setting the IP address of the laptop. This procedure enables the user to use the laptop for
accessing the SDS GUI prior to configuring the first SDS server.

Step

In this procedure you will configure a temporary external IP Address for SDS Server NOAM A for
the 1%t SDS site. The user will use this IP Address in a web browser to access the GUI to
configure the first SDS server.

Access the SDS
NOAM-A server's
console.

Connect to the SDS NOAM-A server’s console using one of the access methods
described in Section 2.3.

D!\J DH

1) Access the
command prompt.

2) Log into the SDS
NOAM-A server as
the “admusr” user.

hostname1260476221 login: admusr
Password: <admusr_password>

This step, DL380
Gen8 only!

Configure static IP
192.168.100.11 on
the eth14 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=eth14 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes

This step, DL380
Gen9 only!

Configure static IP
192.168.100.11 on
the eth08 port of
the SDS NOAM-A
server.

$ sudo netAdm set --device=eth08 --address=192.168.100.11 --
netmask=255.255.255.0 --onboot=yes
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Execute this step
for HP DL380
Gens8:

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of
SDS NOAM-A
server ETH14 (top
left port).

2) Plug the other
end of the Ethernet
cable into the
laptop’s Ethernet
jack.

Execute this step

For HP DL380
Gen9:

1) Plug in one end
of the Ethernet
cable (straight-thru)
into the back of
SDS NOAM-A
server ETHO8
(bottom left port).

2) Plug the other
end of the Ethernet
cable into the
laptop’s Ethernet
jack.
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F1236

0-01

Access the laptop
network interface
card’s TCP/IP
“Properties” screen.

NOTE: For this
step follow the
instruction specific
to the laptop’s OS
(XP, Vista or Win
7).

Wlndows XP

Go to Control Panel

e Double-click on Network
Connections
¢ Right-click the wired Ethernet

Interface icon and select
“Properties”

Select “Internet Protocol (TCP/IP)” and
select “Properties”

- Local Area Connection Properties

General | Advanced

Connect using:

B8 Broadcom MetXtreme Gigabit Etheme

Transmission Control Protocol/Intemet Protocol. The default
wide area network protocol that provides communication
across diverse interconnected networks

[ Show icon in notification area when connected
Notify me when this connection has limited or no connsctivity

Wlndows Vista/Win 7
Go to Control Panel.

e Double-click on Network and
Sharing Center

e Select Manage Network
Connections (left menu)

e Right-click the wired Ethernet
Interface icon and select
“Properties”

Select “Internet Protocol Version 4
TCP/IPv4)”

-+ Local Area Connection Properties

General | Advanced

Connect using:

E® Broadcom MetXtreme Gigabit Etheme

This connection uses the following tems:

wide area network protocol that provides communication
across diverse interconnected networks

[[] Show icon in notification area when connected
Motify me when this connection has limited or no connectivity

PN R A AT 51 File: and Printer Sharing for Microsoft Netwarks ~
.@ File and Printer Sharing for Microsoft Networks ~ EQOS Packet Scheduler
JB1 (365 Packet Scheduler
v
v < >
< >
Description Transmission Control Protocol/Intemet Protocol. The default

1) Setthe IP
address and
netmask of the
laptop’s network
interface card to an
IP address within

Internet Protocol (TCP/IP) Properties

General

You can get IP settings assigned automatically f your network supports
this capabilty. Otherwise, you need to ask your network administrator for
the appropriate IP settings.

(0) Obtain an IP address automatically I

() Use the following IP address:

-L- Local Area Connection Properties

General | Advanced
Connect using:

B8 Broadcom MetXtreme Gigabit Etheme

This connection uses the following items:

- Cliert for Microsoft Networks ~

the same network 1P address: 132 168 . 100 . 100 {2 D ermiriti Network Enhancer

subnet as the Subnet mask 255.255.255. 0 I8 Virsless Intermediate Driver

Statica”y assigneq Defouk gabeway: 3 £ils 2nd Printer Sharing for Microsoft Networks 5 v

IP address used in —_— ] ———|
. nstall... ninstal roperties

Step 3 Of thls () Use the following DNS server addresses Description

procedure Prefemed DINS server: Allows your computer to access resources on a Microsoft

netwark.

(192.168.100.100
is suggested) and
click “OK”.

2) Click “Close”
from the network
interface card’s
main “Properties”
screen.

Altemate DNS server:

[[] Show icon in notfication area when connected
Motifyr me when this connection has limited or no connectivity

Close

THIS PROCEDURE HAS BEEN COMPLETED

e The user can now launch an approved web browser on this laptop and connect to
https://192.168.100.11 to access the SDS GUI using a temporary IP address.
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Appendix D. CONFIGURE CISCO 4948E-F AGGREGATION SWITCHES

These switch configuration procedures require that the SDS hardware (servers and switches) are installed in
a frame as indicated in the below picture:

DL380 Gen8/Gen9
0] 5D5 - DC - Seismic
a4 =
23 PDP-A E
42
41 OPEN
40 FILLER PAMEL
39 FILLER PAMEL
38 FILLER PAMEL
37 FILLER PAMEL
36 FILLER PAMEL
35 FILLER PAMEL
34 FILLER PAMEL
33 FILLER PAMEL
32 FILLER PAMEL
31 SWITCH B [Cisco 4948E-F)
30 FILLER PAMEL E
29 SWITCH A [Cisco 4948E-F)
28 FILLER PAMEL
27 FILLER PAMEL
26 FILLER PAMEL
25 FILLER PAMEL
24 FILLER PAMEL
23 FILLER PAMEL
22 FILLER PAMEL
21 FILLER PAMEL
20 FILLER PAMEL
19 FILLER PAMEL
18 FILLER PAMEL
17 FILLER PAMEL
16 FILLER PAMEL
15 FILLER PAMEL
14 FILLER PAMEL
13 FILLER PAMEL
12 FILLER PAMEL
11 FILLER PAMEL
10 FILLER PAMEL
z SERVER C - QUERY (HP DL380 GenB/Gen3)
=
! SERVER B - 505 NOAM (HP DL380 GenB/Gend) E
5 @
i SERVER A - SDS NOAM (HP DL380 Gen8/Gen9)
3 FILLER PAMEL
2 FILLER PAMEL
1 FILLER PAMEL

Figure 10- SDS Frame Layout
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D.1  Verifying Cisco Switch Wiring (All SDS NOAM sites)

Step Procedure Result
1 Set/Verify the Port 1 Port 47 Purt 49 Consale Port
: following cable )
configuration at the 1 B R e
Cisco 4948E-F : :
switches: - |
switchlB corh Port 52
o Part 48 Managemen
1) Verify that the IsL | (TOP) Nenagere!
I:' switch1A, Port 1 to
SWitChlB, Port 1is 1 Port 1 Po 47 Purt 43 Console Part
CONNECTED. A B
2) Verify that the 1sL. | SWitch1A
. (Bottom)
|:| switch1A, Port 2 to oot Port 52
o Part 48 anagemen
switchlB, Port 2 is g‘m gement

CONNECTED. . . . .
Figure 11 - Cisco 4948E-F Switch ISL Connections
3) Verify that the ISL
|:| switch1A, Port 3 to
switch1B, Port 3 is
CONNECTED.

4) Verify that the ISL
I:' switch1A, Port 4 to

switchlB, Port 4 is
CONNECTED.

DL380 Gen8 only :
Verify that

SERVER A has the
Quad-Serial card
interface ports
connected to the
Console Port each Part 2 Port 48

switch port magemem
Figure 12 - Cisco 4948E-F Switch (Console Port)

Port 52
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Step Procedure Result
= ™M o~
i e B
1) \(ern‘y that the = £ 27
|:| switchl1A, Console E == E E
[ N R FW I
Port
is CONNECTED to l l l l
SERVER A,
Quad-Serial Port < r‘-‘ ~N N ’i'| < H
S1 using Cable — ===
o

830-1229-xx.

|

|:| 2) Verify that the

switch1B, Console
Port

is CONNECTED to
SERVER A,

Quad-Serial Port
S2 using Cable

830-1229-xx.

0

o

e
—h

k]

ETHO4 —»| [,
ETHO3 —»| | B!

ETHO2 —»
ETHO1 —>

Figure 13 - HP DL380 Gen8, Rear Panel (Qua

o

-Serial Ports)

This step, DL380
Gen8 only!

1) Verify that

switch1A, Port 5

D is CONNECTED to
SERVER A, ETHOL.

2) Verify that
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Step Procedure Result

switch1B, Port 5

is CONNECTED to = Ao~
= = =
D SERVER A, ETH11. I I I
R FF
[ Ry N Ny W NN
3) Verify that l l l l
switch1A, Port 6 ™ — — #
is CONNECTED to ] [ - '
SERVER B, ETHOL.
N 3 3
4) Verity that Pamaa ey
switch1B, Port 6 T T ‘ T
is CONNECTED to
SERVER B, ETH11. To-d
D ITIITI
FFFFE
ol b Lt bl

5) Verify that
switch1A, Port 7 Figure5-H
is CONNECTED to

SERVER C, ETHO1.

Bv)

DL380 Gen8, Rear Panel (Ethernet)

6) Verify that
switch1B, Port 7

is CONNECTED to
I:I SERVER C, ETH11.
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Step Procedure Result

This step, DL380
Gen9 only!

1) Verify that the

switch1A, Console
Port

is CONNECTED to

Port 52
SERVER A, Port 2 Port 48 Management
USB Port USBO Port
Figure 14 - Cisco 4948E-F Switch (Console Port)

2) Verify that the

switch1B, Console
Port

is CONNECTED to
SERVER A,
USB Port USB1

- -

L "

L1 LLL L

Al =
A8 1S

(5)

Figure 15 - HP DL380 (Gen9), DC (Rear Panel)
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Step Procedure Result
5 This step, DL380 HP DL380 (Gen9), DC (Rear Panel)
: Gen9 only!
1) Verify that

[]

switch1A, Port 5
is CONNECTED to
SERVER A, ETHO1

2) Verify that
switch1B, Port 5
is CONNECTED to
SERVER A, ETHO02

3) Verify that
switch1A, Port 6
is CONNECTED to
SERVER B, ETHO1

4) Verify that
switch1B, Port 6
is CONNECTED to
SERVER B, ETHO02

5) Verify that
switch1A, Port 7
is CONNECTED to
SERVER C, ETHO1

6) Verify that
switchlB, Port 7
is CONNECTED to
SERVER C, ETHO02

ETH

01 02

03 04

HPE Ethernet 1Gb 4-port
331FLR Adapter (Flex LOM)
eth05-eth08

Figure 16 - HP DL380 (Gen9), DC (Rear Panel)

Internal 4-Port NIC
Ethernet Ports
eth01-eth04

THIS PROCEDURE HAS BEEN COMPLETED
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D.2 Configure Cisco 4948E-F Aggregation Switches

Steps within this procedure may refer to variable data indicated by text within "<>". Refer to this table for the
proper value to insert depending on your system type.

CAUTION!! All netConfig commands must be typed exactly as they are shown here! Input is case
sensitive, there is no input validation, and some terminal clients will inject bad characters if you backspace!
Use Ctrl-C to exit netConfig if you make a mistake on any field and re-run that command.

Variable management | Serial Port (DL380 Gen8) Serial Port (DL380 Gen9)
server

<switchlA_serial_port> [ SERVER A ttyS4 ttyUSBO

<switch1B_serial_port> | SERVER A ttySS ttyUSB1

Variable

<lOS_image_file>

Fill in the appropriate value from [5]:

Variable

Value

<switch_platform_username>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_platform_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_console_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<switch_enable_password>

Contact Oracle’s Customer Support Accessing My
Oracle Support (MOS).

<SERVER A_mgmtVLAN ip_address > Primary SDS: 169.254.1.11 DR SDS:
169.254.1.14

< SERVER B_mgmtVLAN_ip_address> Primary SDS: 169.254.1.12 DR SDS:
169.254.1.15

<switch_mgmtVLAN_id> 2

<switch1lA_mgmtVLAN_ip_address> 169.254.1.1

<netmask> 255.255.255.0
<switch1B_mgmtVLAN ip_address> 169.254.1.2
<management_server_mgmtinterface> bond0.2

<SERVER A_iLO_ip>
( See NAPD documentation for IP Address )[1]

< SERVER B_iLO_ip >
( See NAPD documentation for IP Address )[1]
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Ethernet Interface DL380 DL380 Gen9
Gen8/
<ethernet_interface_1> | bond0.2 bond0.2

(eth01, eth1l) |[(eth01, eth02)

<ethernet_interface_2>

bond0.4 bond0.4
(eth01, eth11) | (ethO1, eth02)

Variable

Value

<platcfg_password>

Contact Oracle’s Customer Support Accessing My Oracle
Support (MOS).

<management_server_mgmtinterface> bond0.2

<switch_backup_user>

Contact Oracle’s Customer Support Accessing My Oracle
Support (MOS)..

<switch_backup_user_password> Contact Oracle’s Customer Support Accessing My Oracle

Support (MOS).

Note: Uplinks, if present, must be disconnected from the customer network prior to executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to Section Ofor
determining which cables are used for customer uplink.

Needed Material:

HP Misc. Firmware DVD

HP Solutions Firmware Upgrade Pack Release Notes [4]

Application specific documentation (documentation that referred to this procedure)

Switch A and B initialization xml files and SDS switch configuration xml file located on the NOAM
server in the /usr/TKLC/plat/etc/switch/xml/ directory 1SO.

Application ISO's with netConfig and its required RPMs.

Note: If a procedural STEP fails to execute successfully, STOP and contact the Customer Care Center by
referring to the Customer Care Center section of this document.

Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

[]

SERVER A console.

Step Procedure Result
SERVER A:

1 Connect to the SERVER A console using one of the access methods described in Section
Access the 2.3.

mk

SERVER A:

Log into the HP
DL380 server as the
“admusr” user.

login: admusr
Using keyboard-interactive authentication.
Password: <admusr_password>
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

3.

[]

SERVER A:

Verify the switch1lA
initialization file
exists

Verify the switch1B
initialization file
exists

Verify the switch
configuration files
exist

$Is -l /lusr/TKLC/plat/etc/switch/xml/switch1lA_SDS_4948E_E-F_init.xml
$Is -l /lusr/TKLC/plat/etc/switch/xml/switch1B_SDS 4948E_E-F_init.xml

$Is -l lusr/TKLC/plat/etc/switch/xml/Primary_switchlA_SDS 4948E_E-
F_configure.xml

$Is -l /lusr/TKLC/plat/etc/switch/xml/Primary_switch1B_SDS_4948E_E-
F_configure.xml

$Is -l /lusr/TKLC/plat/etc/switch/xml/DR_switch1lA_SDS_4948E_E-F_configure.xml
$Is -l Jusr/TKLC/plat/etc/switch/xml/DR_switch1B_SDS_4948E_E-F_configure.xml

If any file does not exist, contact Customer Care Center for assistance.

I:I:'>

SERVER A:
DL 380 GEN 8:

Verify quad-serial
port mappings
(quad-dongle S1 =
ttyS4, quad-dongle
S2 = ttySb5)

$ sudo setserial -g /dev/ttyS{1..12}

/dev/ttyS1, UART: 16550A, Port: 0x02f8, IRQ: 3
/dev/ttyS2, UART: unknown, Port: 0x03e8, IRQ: 4
/dev/ttyS3, UART: unknown, Port: 0x02e8, IRQ: 3
/dev/ttyS4, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS5, UART: 16950/954, Port: 0x0000, IRQ: 24
/devl/ttyS6, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS7, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS8, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS9, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS10, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS11, UART: unknown, Port: 0x0000, IRQ: 0
/dev/ttyS12, UART: unknown, Port: 0x0000, IRQ: 0

Output should match the example shown above; if not, contact Customer Care
Center for assistance.

SERVER A:
For GEN 9:
Verify serial port

mapping from USBO
and USBL1.

$ sudo setserial -g /dev/ttyUSB*
/dev/ttyUSBO, UART: unknown, Port: 0x0000, IRQ: 0, Flags: low_latency
/dev/ttyUSB1, UART: unknown, Port: 0x0000, IRQ: 0, Flags: low_latency
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Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step Procedure Result
6 SERVER A: $ sudo conserverSetup -i -s <SERVER_A_mgmtVLAN _ip_address>
For Gen8:

[]

Setup conserver
serial console
access for switch1lA

Example:
$ sudo conserverSetup -i -s 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Target address is local to this host. Running conserverSetup in local mode.
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]: switch1lA_console

Enter the serial device designation for switch1lA_console (default: "ttyUSBO0"), followed by
[ENTER]:ttyS4

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1A_console' console server...Configured.
Configuring console repository service......Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bond1

ethO1

eth02

ethll

eth12

Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
<PRESS ENTER KEY HERE>

...No entry provided for bond. Resorting to default.
Slave interfaces for bondO:

bondO interface: ethO1

bond0 interface: ethll
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7 SERVER A: $ sudo conserverSetup -i -u <SERVER_A_mgmtVLAN_ip_address>
' Note: For DL380
GENO9 only:

Setup conserver
serial console
access for switch1lA

Example:
$ sudo conserverSetup -i -u 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Target address is local to this host. Running conserverSetup in local mode.
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0

Enter the switch name for this console connection (default: "switch1A_console"), followed
by [ENTER]: switch1A_console

Enter the serial device designation for switch1A_console (default: "ttyUSB0"), followed by
[ENTER]:ttyUSBO

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1A_console' console server...Configured.
Configuring console repository service......Configured.
Remote host has the following available interfaces:

bond0

bond0.4

bond1

ethO1

eth02

ethll

eth12

Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
[PRESS ENTER KEY]

...No entry provided for bond. Resorting to default.
Slave interfaces for bondO:

bondO interface: ethO1

bond0 interface: eth02
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8.

SERVER A:

Note: For DL380
GENS:

Setup conserver
serial console

access for switch1B.

$ sudo conserverSetup -i -s <SERVER_A_mgmtVLAN_ip_address>

Example:
$ sudo conserverSetup -i -s 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0

Enter the switch name for this console connection (default: "switch1lA_console"), followed
by [ENTER]:switch1B_console

Enter the serial device designation for switch1B_console (default: "ttyUSB0"), followed by
[ENTER]:ttyS5
Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1B_console' console server...Configured.
Configuring console repository service...
Repo entry for "console_service" already exists; deleting entry for:
Service Name: console_service
Type: conserver
Host: 169.254.1.11

...Configured.
Remote host has the following available interfaces:

bond0

bond0.2

bond0.4

bondl

eth01

eth02

ethll

eth12

eth13

eth14
Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0:

bond0 interface: ethO1

bond0 interface: ethll
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Step
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9.

[]

SERVER A:

Note : For DL380
Gen9

Setup conserver
serial console

access for switch1B.

$ sudo conserverSetup -i -u <SERVER_A _mgmtVLAN ip_address>

Example:
$ sudo conserverSetup -i -u 169.254.1.11
Enter your platcfg username, followed by [ENTER]:platcfg
Enter your platcfg password, followed by [ENTER]:
Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: SDS
Base Distro Release: 8.4.0.0.0_84.9.0

Enter the switch name for this console connection (default: "switch1lA_console"), followed
by [ENTER]:switch1B_console

Enter the serial device designation for switch1B_console (default: "ttyUSBO0"), followed by
[ENTER]:ttyUSB1

Configure additional serial consoles [Y/n]? [press ENTER for default <Y>]:n
Configuring switch 'switch1B_console' console server...Configured.
Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...
Repo entry for "console_service" already exists; deleting entry for:
Service Name: console_service
Type: conserver
Host: 169.254.1.11

...Configured.
Remote host has the following available interfaces:

bondO

bond0.2

bond0.4

bond1

eth01

eth02

ethll

eth12

ethl3

eth14
Enter the name of the bond on the remote server(default: "bond0"), followed by [ENTER]:
...No entry provided for bond. Resorting to default.
Slave interfaces for bond0:

bond0 interface: ethO1

bond0 interface: eth02
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10 SERVER A: $ sudo netConfig --repo addService name=ssh_service
. ) \
|:| Add a repository for Service type? (tftp, ssh, conserver, oa) ssh
SSH username: admusr
SSH password? <user_password>
Verify password: <user_password>
Add service for ssh_service successful
11 SERVER A: $ sudo netConfig --repo showService name=ssh_service
|:| Verify you have Service Name: ssh_service
entered the Type: ssh
information correctly Host: 169.254.1.11
for SSH service Options:
password: 615EBD88232A2EFD0080AC990393083D
user: admusr
12 SERVER A: $ sudo netConfig --repo addService name=tftp_service
. ) \
|:| Add a repository for Serv!ce type? (tftp, ssh, conserver, oa) tftp
Directory on host? /var/lib/tftpboot/
Add service for tftp_service successful
13 SERVER A: $ sudo netConfig --repo showService name=tftp_service
|:| Verify that you have Service Name: tftp_service
entered the Type: tftp
information correctly Host: 169.254.1.11
for TFTP service Options:
dir: /var/lib/tftpboot/
14 SERVER A: $ sudo netConfig --repo addService name=switch1lA_consvc
I:' Create console
service for switch1lA | Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11
Conserver username? platcfg
Service password? <platcfg_password>
Verify password: <platcfg_password>
Add service for switch1lA consvc successful
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15.

[]

SERVER A:

Verify you have
entered the
information correctly
for switch1A console
service

$ sudo netConfig --repo showService name=switchl1lA_consvc

Service Name: switchlA consvc

Type: conserver
Host: 169.254.1.11
Options:

password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

SERVER A:

Add repository for
switch1B console
service

$ sudo netConfig --repo addService name=switch1B_consvc

Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11

Conserver username? platcfg

Service password?: <platcfg_password>

Verify password: <platcfg_password>

Add service for console_service successful

SERVER A:

Verify you have
entered the
information correctly
for switch1B console
service

$ sudo netConfig --repo showService name=switch1B_consvc
Service Name: switch1B_consvc

Type: conserver
Host: 169.254.1.11
Options:

password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

SERVER A:

Verify and remove
the service named
“console_service” if
present

$ sudo netConfig --repo showService name=console_service
Services:
Service Name: console_service
Type: conserver
Host: 169.254.1.11
Options:
password: 0B902ECD13D5BD2F1B57B5BFC6E95FE9
user: platcfg

If service named “console_service is present, then remove it. Otherwise skip to the
next step.

$ sudo netConfig --repo deleteService name=console_service
Are you sure you want to delete console_service (y/n)? y
Deleting service console_service...
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19 SERVER A: Note: - Remember to copy firmware file to this server.

I:' Add repository for _ _ ) _
switch1A $ sudo netConfig --repo addDevice name=switch1A --reuseCredentials

Device Vendor? Cisco
Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation) address for
management?: 169.254.1.1/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management

What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management server port? [trunk]: trunk
What are the allowed vlans for the management server port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-54.WO.bin]:

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

WARNING: Could not find firmware file on local host. If using a local service, please update
the device entry using the editDevice command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelnit protocol for switch1A using oob...

What is the name of the service used for OOB access? switch1lA_consvc
What is the name of the console for OOB access? switchlA_console
What is the platform access username? platcfg

What is the device console password?

Verify password:

What is the platform user password?
Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switch1A using network...
Network device access already set: 169.254.1.1

Should the live oob adapter be added (y/n)? y
Adding cli protocol for switch1A using oob...

OOB device access already set: switch1A_consvc
Device named switch1A successfully added.
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20 SERVER A: $ sudo netConfig --repo addDevice name=switch1B --reuseCredentials
i ) Device Vendor? Cisco
|:| Add repository for )
switch1B Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6 (address/prefix notation) address for
management?: 169.254.1.2/24

Is the management interface a port or a vlan? [vlan]:vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN? [management]: management

What switchport connects to the management server? [GE40]: GE5

What is the switchport mode (access|trunk) for the management server port? [trunk]: trunk
What are the allowed vlans for the management server port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-entservicesk9-mz.122-54.WO.bin]:

Enter the name of the upgrade file transfer service: tftp_service

File transfer service to be used in upgrade: tftp_service

WARNING: Could not find firmware file on local host. If using a local service, please update
the device entry using the editDevice command or copy the file to the correct location.

Should the init oob adapter be added (y/n)? y

Adding consolelnit protocol for switch1A using oob...

What is the name of the service used for OOB access? switch1B_consvc
What is the name of the console for OOB access? switch1B_console
What is the platform access username? platcfg

What is the device console password?

Verify password:

What is the platform user password?
Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y

Adding cli protocol for switch1A using network...
Network device access already set: 169.254.1.2

Should the live oob adapter be added (y/n)? y
Adding cli protocol for switch1A using oob...

OOB device access already set: switch1B_consvc
Device named switch1B successfully added.




SDS 8.4 Initial Installation and Configuration F12360-01

Appendix D.2: Configuring Cisco 4948E-F switches (All SDS NOAM sites)

Step

Procedure

Result

21.

[]

SERVER A:

Verify you have
entered the
information correctly

$ sudo netConfig --repo listDevices
Devices:

Device: switch1A

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.1

Access: OOB:
Service: switchlA_consvc
Console: switch1lA_console

Init Protocol Configured

Live Protocol Configured

Device: switch1B

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.2

Access: OOB:
Service: switch1lB_consvc
Console: switch1B_console

Init Protocol Configured

Live Protocol Configured

SERVER A:

Log in to switch1lA

Example:
console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1lA_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1A_console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter ""Ec?' for help]

Press <Enter>

switchlA:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-54.X0.bin"

Note the image version for comparison in a following step.
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NOTE:

IF THE SWITCH1A (4948E-F) I0S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP,
THEN STOP AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D.3 Cisco 4948E-F IOS Upgrade (All SDS NOAM sites)

2) Return to this Procedure and continue with the following Step. Beginning with Step 43.

For each switch, compare the 10S version from previous steps with the 10S version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.

If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this

switch.

Appendix D.2: - Configure Cisco 4948E-F Aggregation Switches (All SDS NOAM sites)

Step

Procedure

Result

24,

[]

SwitchlA:

Execute “show
bootflash” to verify
that only the correct

Switch> show bootflash
-#- --length-- ----- date/time------ path
1 25771102 Nov 29 2011 08:53:46 cat4500e-entservicesk9-mz.122-54.X0.bin

95072256 bytes available (33210368 bytes used)

Reset switch back
to factory defaults
by deleting the
VLANS.

bootflash is Note the image version for comparison in a following step
present.
o5 SwitchlA: Switch>en
Password:

Switch#write erase

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm]
<ENTER>

[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
<ENTER>

Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

SwitchlA:

Reload the switch.

Switch#reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] <ENTER>
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27 SwitchlA: cisco WS-C4948E-F (MPC8548) processor (revision 5) with 1048576K bytes of memory.

[]

Monitor the switch
reboot until it
returns to a login
prompt.

Processor board ID CAT1529S91B

MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F
Last reset from Reload

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Switch>
o8 SwitchlA: Switch#enable
. Switch#
I:' Enter “enable”
mode.
29 SwitchlA: Switch#dir bootflash:

Verify that you see
the correct I0S
version listed in the
bootflash.

Directory of bootflash:/
7 -rw- 25771102 Jan 312012 07:45:56 +00:00 cat4500e-entservicesk9-mz.122-54.X0.bin

128282624 bytes total (72122368 bytes free)
Switch#

SwitchlA:

Close connection to
switch.

Switch#quit

Switch con0 is now available

Press RETURN to get started.

switch1A:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character and ‘e’ character,
followed by sequence ‘c’ character, then ‘period’ character) and you will be returned to the
server prompt.

SERVER A:

Log in to switch1B

Example:
console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1B_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1B_console
Enter platcfg@pmac5000101's password: <platcfg_password>

[Enter ""Ec?"' for help]
Press <Enter>

Switchl1B:

Note the image
version for
comparison in a
following step.

Switch> show version | include image
System image file is "bootflash:cat4500e-entservicesk9-mz.122-54.X0O.bin"

Note the image version for comparison in a following step.

225 F12360-01




SDS 8.4 Initial Installation and Configuration

F12360-01

IF THE SWITCH1B 10S DOES NOT DISPLAY THE CORRECT VERSION IN THE ABOVE STEP, THEN STOP
AND EXECUTE THE FOLLOWING STEPS:

1) Appendix D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM sites); Beginning with Step 26.

2) Return to this Procedure and continue with the following Step.

NOTE: For each switch, compare the 10S version from previous steps with the IOS version specified in the Firmware
Upgrade Pack Release Notes [4] for the switch model being used.
If the version from previous steps is equal or greater than the version from the release notes and has "k9" in the
name, denoting support for crypto, then continue with the next step, there is no upgrade necessary for this switch.

Step Procedure Result

34 Switch1B: Switch> show bootflash

Execute “show
bootflash” to verify
that only the correct

-#- --length-- ----- date/time------ path
1 25771102 Nov 29 2011 09:04:04 cat4500e-entservicesk9-mz.122-54.X0.bin

95072256 bytes available (33210368 bytes used)

bootflash is Note the image version for comparison in a following step
present.
35 Switch1B: Switch>en
Password:

Reset switch back
to factory defaults
by deleting the
VLANS.

Switch#write erase

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm]
<ENTER>

[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
<ENTER>

Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

Switchl1B:

Reload the switch.

Switch#reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] <ENTER>
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37 Switch1B: cisco WS-C4948E-F (MPC8548) processor (revision 5) with 1048576K bytes of memory.

[]

Monitor the switch
reboot until it
returns to a login
prompt.

Processor board ID CAT1529S91B

MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F
Last reset from Reload

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.

Press RETURN to get started! <ENTER>

Verify that you see
the correct I0S
version listed in the
bootflash.

Switch>
38 Switch1B: Switch#enable
. Switch#
I:' Enter “enable”
mode.
39 Switch1B: Switch#dir bootflash:

Directory of bootflash:/
7 -rw- 25771102 Jan 312012 07:45:56 +00:00 cat4500e-entservicesk9-mz.122-54.X0.bin

128282624 bytes total (72122368 bytes free)
Switch#

Switchl1B:

Close connection to
switch.

Switch#quit

Switch conO is now available

Press RETURN to get started.

Switchl1B:

Note the image
version for
comparison in a
following step.

Exit from console by typing CTRL+E+c+. (combination control character and ‘e’ character,
followed by sequence ‘c’ character, then ‘period’ character) and you will be returned to the
server prompt.

42.

Open firewall with command:

sudo iptablesAdm insert --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1

Turn on tftp:
$ tpdProvd --client --noxml --ns=Xinetd startXinetdService service tftp

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1

$
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43.

[]

SERVER A:

Initialize switch 1A

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switch1A_SDS_4948E_E-F_init.xml
Processing file: /ust/TKLC/plat/etc/switch/xml/switch1A_SDS_4948E-F_init.xml

$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason, stop this
procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.

44,

SERVER A:

Initialize switch 1B

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/switch1B_SDS_4948E_E-F_init.xml
Processing file: /usr/TKLC/plat/etc/switch/xml/switch1B_SDS_4948E-F_init.xml

$

Note: This step takes about 2-3 minutes to complete

Check the output of this command for any errors. If this fails for any reason, stop this
procedure and contact Customer Care Center.

A successful completion of netConfig will return the user to the prompt.
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45 SERVER A: $ ping —c 15 169.254.1.1
Ping switch 1A’s
I:' SVI (router PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface)

addresses to verify
switch initialization.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

64 bytes from 169.254.1.1:

icmp_seqg=1 ttI=255 time=3.09 ms

icmp_seq=2 ttI=255 time=0.409 ms

icmp_seq=3 ttl=255 time=0.417 ms

icmp_seq=4 ttI=255 time=0.418 ms

icmp_seq=5 ttI=255 time=0.419 ms

icmp_seq=6 ttl=255 time=0.419 ms

icmp_seq=7 ttl=255 time=0.429 ms

icmp_seq=8 ttl=255 time=0.423 ms

icmp_seq=9 ttl=255 time=0.381 ms

icmp_seq=10 ttI=255 time=0.416 ms

icmp_seq=11 ttI=255 time=0.381 ms

icmp_seq=12 ttI=255 time=0.426 ms

icmp_seq=13 ttI=255 time=0.420 ms

icmp_seq=14 ttl=255 time=0.415 ms

icmp_seq=15 ttI=255 time=0.419 ms

--- 169.254.1.1 ping statistics ---

15 packets transmitted, 15 received, 0% packet loss, time 14006ms

rtt min/avg/max/mdev = 0.381/0.592/3.097/0.669 ms $
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46 SERVER A: $ ping —c 15 169.254.1.2
Ping switch 1B’s
|:| SVI (router PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
interface)

addresses to verify
switch initialization.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.2: icmp_seq=9 ttl=255 time=2.76 ms

64 bytes from 169.254.1.2: icmp_seq=10 ttI=255 time=0.397 ms
64 bytes from 169.254.1.2: icmp_seq=11 ttI=255 time=0.448 ms
64 bytes from 169.254.1.2: icmp_seq=12 ttI=255 time=0.382 ms
64 bytes from 169.254.1.2: icmp_seq=13 ttI=255 time=0.426 ms
64 bytes from 169.254.1.2: icmp_seq=14 ttI=255 time=0.378 ms

64 bytes from 169.254.1.2: icmp_seq=15 ttI=255 time=0.431 ms

--- 169.254.1.2 ping statistics ---
15 packets transmitted, 7 received, +6 errors, 53% packet loss, time 14003ms

rtt min/avg/max/mdev = 0.378/0.747/2.769/0.825 ms, pipe 3

I WARNING !: The user needs to verify that the above ping is successful before
continuing on to the next step. If the ping continues to receive “Destination Host
Unreachable”, then stop this procedure and contact MOS My Oracle Support.

SERVER A:

Configure switch
1A

$ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/Primary_switch1A_SDS_4948E_E-
F_configure.xml

Processing file: /usr/TKLC/plat/etc/switch/xml/Primary_switch1lA_SDS_4948E-F_configure.xml
$
Note: This step takes about 2-3 minutes to complete.
e Check the output of this command for any errors. If this fails for any reason, stop

this procedure and contact Customer Care Center.
® A successful completion of netConfig will return the user to the prompt.
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SERVER A: $ sudo netConfig --file=/usr/TKLC/plat/etc/switch/xml/Primary_switch1B_SDS_4948E_E-
48. F_configure.xml
Configure switch
1B Processing file: /ust/TKLC/plat/etc/switch/xml/Primary switch1B_SDS_4948E-F_configure.xml
$
Note: This step takes about 2-3 minutes to complete.
e Check the output of this command for any errors. If this fails for any reason, stop
this procedure and contact Customer Care Center.
e A successful completion of netConfig will return the user to the prompt.
49 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service tftp
Undo the . )
I:' temporary Login on Remote: platcfg
changes.

(If netconfig is used
to update the
firmware then this
is not needed)

Password of platcfg: <platcfg_password>

1

Close firewall. Close firewall with command:

50. -
(If netconfig is used
to update the ) sudo iptablesAdm delete --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
firmware then this | chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -] ACCEPT" --
is not needed) location=1

51 SERVER A: $ sudo netConfig --device=switch1A listFirmware

Verify the switch is
using the correct
I0S image per
platform version.

Image: cat4500e-entservicesk9-mz.122-54.X0.bin
$ sudo netConfig --device=switch1B listFirmware

Image: cat4500e-entservicesk9-mz.122-54.X0.bin
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52 SERVER A: $ sudo service network restart

[]

Execute the
“service network
restart” to restore
SERVER A
networking to
original state.

Output similar to
that shown on the
right may be
observed.

[admusr@mrsvnc-sds-NO-a xml]$ sudo service network restart

Shutting down interface bond0.2: [ OK ]
Shutting down interface bond0.4: [ OK ]
Shutting down interface bond0: [ OK ]
Shutting down interface bond1: [ OK ]
Shutting down loopback interface: [ OK ]
Bringing up loopback interface: [ OK ]

Bringing up interface bond0: [ OK ]

Bringing up interface bond1: Determining if ip address 10.75.160.146 is already in use for
device bond1...

[ OK]

Bringing up interface bond0.2: Determining if ip address 169.254.1.11 is already in use for
device bond0.2...

[ OK ]
Bringing up interface bond0.4: Determining if ip address 169.254.100.11 is already
in use for device bond0.4...
[ OK ]
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53 SERVER A: $ ping —c 5169.254.1.1
|:| Z'\r/‘f’(rsc‘)":j':g:‘ 1A's PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface) ) ]
addresses to verify 64 bytes from 169.254.1.1: icmp_seg=1 ttI=255 time=0.430 ms
switch
configuration. 64 bytes from 169.254.1.1: icmp_seq=2 ttl=255 time=0.426 ms
Note: VIP 64 bytes from 169.254.1.1: icmp_seq=3 ttl=255 time=0.427 ms
addresses are not
yet available. 64 bytes from 169.254.1.1: icmp_seq=4 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seg=5 ttI=255 time=0.431 ms
--- 169.254.1.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
$
54 SERVER A: $ ping —¢ 5169.254.1.2
|:| 2'\79(?(‘)"3:::‘ 1B's PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
interface) . .
addresses to verify 64 bytes from 169.254.1.2: icmp_seqg=1 ttl=255 time=0.401 ms
switch
configuration. 64 bytes from 169.254.1.2: icmp_seq=2 ttl=255 time=0.394 ms
Note: VIP 64 bytes from 169.254.1.2: icmp_seq=3 ttl=255 time=0.407 ms
addresses are not
yet available 64 bytes from 169.254.1.2: icmp_seq=4 ttl=255 time=0.393 ms
64 bytes from 169.254.1.2: icmp_seq=5 ttl=255 time=0.401 ms
--- 169.254.1.2 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms
$
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55 SERVER A: $ ssh platcfg@169.254.1.1
Verify SSH - . . . .
|:| capability from The authenticity of host '169.254.1.1 (169.254.1.1)' can't be established.
server A to
switch 1A. RSA key fingerprint is fd:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:1e:6e.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.1' (RSA) to the list of known hosts.
Password: <switch_platform_password>
SERVER A: uit
56. ¥a
Close SSH .
I:' connection to Connection to 169.254.1.1 closed.
switch 1A.
57 SERVER A: $ ssh platcfg@169.254.1.2
Verify SSH . . , . .
I:' capability from The authenticity of host '169.254.1.2 (169.254.1.2)' can't be established.
server A to
switch 1B RSA key fingerprint is 3a:1b:e0:92:99:73:9d:04:92:3f:72:37:¢c0:1c:a6:95.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '169.254.1.2' (RSA) to the list of known hosts.
Password: <switch_platform_password>
SERVER A: $ quit
58. a
Close SSH .
I:' connection to Connection to 169.254.1.2 closed.
switch 1A.
59 SERVER B: $ ping -¢c 5169.254.1.1
D Z'\'/‘f’(fc‘)"c:g? 1A's PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
interface) 64 bytes from 169.254.1.1: icmp_seq=1 ttI=255 time=0.430 ms

addresses to verify
switch
configuration.

Note: VIP
addresses are not
yet available.

64 bytes from 169.254.1.1: icmp_seq=2 ttI=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seq=3 ttl=255 time=0.427 ms
64 bytes from 169.254.1.1: icmp_seq=4 ttI=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp_seq=>5 ttl=255 time=0.431 ms
--- 169.254.1.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4003ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms
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60 SERVER B: $ ping -c 5 169.254.1.2
D Z'\r/‘f’(rsc‘)"gtg:‘ 1B's PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
interface) 64 bytes from 169.254.1.2: icmp_seqg=1 ttI=255 time=0.401 ms

addresses to verify
switch

64 bytes from 169.254.1.2: icmp_seq=2 ttI=255 time=0.394 ms
64 bytes from 169.254.1.2: icmp_seq=3 ttI=255 time=0.407 ms

Exit from the
command line to
return the server
console to the login
prompt.

configuration. . .
64 bytes from 169.254.1.2: icmp_seq=4 ttl=255 time=0.393 ms
Note: VIP 64 bytes from 16.9.254.1..2.: icmp_seqg=5 ttl=255 time=0.401 ms
addresses are not --- 169.254.1.2 ping statistics ---
yet available 5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms
61 SERVER B: $ ssh platcfg@169.254.1.1
- Verify SSH The authenticity of host '169.254.1.1 (169.254.1.1)' can't be established.
I:' capability from RSA key fingerprint is fd:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:1e:6e.
server B to Are you sure you want to continue connecting (yes/no)? yes
switch 1A. Warning: Permanently added '169.254.1.1' (RSA) to the list of known hosts.
Password: <switch_platform_password>
62 SERVER B: switch1lA> quit
|:| Close SSH Connection to 169.254.1.1 closed.
connection to
switch 1A.
63 SERVER B: $ ssh platcfg@169.254.1.2
- Verify SSH The authenticity of host '169.254.1.2 (169.254.1.2)' can't be established.
I:' capability from RSA key fingerprint is 3a:1b:€0:92:99:73:9d:04:92:3f.72:37:¢0:1c:a6:95.
server B to Are you sure you want to continue connecting (yes/no)? yes
switch 1B Warning: Permanently added '169.254.1.2' (RSA) to the list of known hosts.
Password: <switch_platform_password>
64 SERVER B: switch1B> quit
Close SSH .
I:' connection to Connection to 169.254.1.2 closed.
switch 1B.
SERVER A: exit
65 $
logout

THIS PROCEDURE HAS BEEN COMPLETED
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D.3

Cisco 4948E-F IOS Upgrade (All SDS NOAM sites)

Appendix D.3: Cisco 4948E-F I0S Upgrade (SDS sites)

Step Procedure Result
1 SERVER A:
. Connect to the SERVER A console using one of the access methods described in
|:| Access the _
SERVER A Section 2.3.
console.
SERVER A: hostname1260476221 login: admusr

1) Access the
command prompt.

2) Log into the HP
DL380 server as

the “admusr” user.

Password: <admusr_password>

SERVER A:

Output similar to
that shown on the
right will appear as
the server access
the command
prompt.

** TRUNCATED OUTPUT ***

VPATH=/opt/TKLCcomcol/runcm5.16:/opt/TKLCcomcol/cm5.16
PRODPATH=

RELEASE=5.16

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommon:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
[admusr@hostname1260476221 ~]$

SERVER A:

Verify I0OS images
on the system

$ Is /var/lib/tftpboot/
<lOS_image_file>

If the correct 10S version is displayed, skip forward to Step 8.
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Step

Procedure

Result

SERVER A:

Place USB drive
containing the HP
Misc Firmware
image with the
correct 4948E-F
10S version into
the SERVER A
front panel USB
port.

Figure 3 - HP DL380 Gen8, Front Panel (USB Port)

Figure 4 - HP DL380 Gen9, Front Panel (USB Port)

SERVER A:

Copy IOS image
onto the system

$ mount /dev/scd0 /media/cdrom

$ cp /media/cdrom/files/<New_lOS_image_file> /var/lib/tftpboot/
$ chmod 644 /var/lib/tftpboot/<New_IOS_image_file>

$ umount /media/cdrom

7 Open firewall Open firewall with command:
sudo iptablesAdm insert --type=rule --protocol=ipv4 --domain=10platnet --table=filter --
chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1

8 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd startXinetdService service tftp

Prepare the system
for 10S transfer.

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1
$

SERVER A:

Verify the current
bonded interface
configuration.

$ ifconfig |grep bond

bond0 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bond0.4 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
bondl Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6E
$

Execute one of the following options:

e Ifbond0 & bond0.2 are both present, skip to Step 11.

e Ifonly bondO is present, continue with the following step.
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SERVER A: For Gen8:

10. -

I:' For Gens: $ sudo netAdm delete --device=bond0

Create the bond0.2
and add interfaces
ethOl & ethll to it.

For Gen9:

Create the bond0.2
and add interfaces
eth01 & eth02 to it.

$ sudo netAdm add --device=bondO --onboot=yes --type=Bonding --mode=active-
backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=eth01 --bootproto=none --type=Ethernet --master=bondo0 --
slave=yes --onboot=yes

$ sudo netAdm set --device=eth11 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --netmask=255.255.255.0 -
-onboot=yes

For Gen9:

$ sudo netAdm delete --device=bond0

$ sudo netAdm add --device=bondO --onboot=yes --type=Bonding --mode=active-
backup --miimon=100 --bootproto=none

$ sudo netAdm set --device=eth01 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

$ sudo netAdm set --device=eth02 --bootproto=none --type=Ethernet --master=bond0 --
slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --address=169.254.1.11 --netmask=255.255.255.0 -
-onboot=yes
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[]

bond0.2 interface
to switch1B and
verify the bond0.2
IP address.

Step Procedure Result
11 SERVER A: On SERVER A ensure that the interface connected to switch1A is the only interface
i Disable the available and obtain the IP address of <SERVER A_mgmtVLAN_Interface> by

performing the following commands:
For GenS8:

$ sudo ifdown eth1l

$ sudo ifup eth01

$ sudo ifconfig bond0.2

bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4b:elff.fe6e:876¢/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)

The command output should contain the IP address of the <SERVER
A_mgmtVLAN_ip_address>.

For Gen 9:

$ sudo ifdown eth02

$ sudo ifup eth01

$ sudo ifconfig bond0.2

bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255Mask:255.255.255.0
inet6 addr: fe80::9a4b:elff.fe6e:876¢/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)

The command output should contain the IP address of the <SERVER
A_mgmtVLAN_ip_address>.

SERVER A:

Connect to
switchlA console

console -M <SERVER A_mgmtVLAN_ip_address> -| platcfg switch1lA_console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1A_console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter “"Ec?' for help]
Press <Enter>
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ﬁ

switchlA:

Enter enable mode

Switch> enable
Switch#

ﬁ

switchlA:

Configure switch
port with this
sequence of

Switch# conf t

Switch(config)# vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.1 255.255.255.0
Switch(config-if)# no shut

commands Switch(config-if)# int gi1/5
Switch(config-if)# switchport mode trunk
Switch(config-if)# spanning-tree portfast trunk
Switch(config-if)# end

switch1A: ping <SERVER A_mgmtVLAN_ip_address>

Test connectivity

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER A_mgmtVLAN_ip_address>, timeout
is 2 seconds:

Success rate is 100 percent (5/5), round trip min/avg/max = 1/1/4 ms

If ping is not 100% successful the first time, repeat the ping. If unsuccessful again, double
check that the procedure was completed correctly by repeating all steps up to this point. If
after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switchlA:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host []? <SERVER A_mgmtVLAN_ip_address>

Source filename []? <New_IOS_image_file>

Destination filename [<New_IOS_image_file>]? <ENTER>
Press <Enter> here, you do NOT want to change the filename

Accessing tftp://[<SERVER A_mgmtVLAN_ip address>/<IOS_image_file>...
Loading <IOS_image_file> from <SERVER A_mgmtVLAN_ip_address> (via

45606 bytes copied in 3.240 secs (140759 bytes/sec)

switchlA:

Locate old IOS
image to be
removed

Switch# dir bootflash:

Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin
2 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-ipbasek9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)

NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>
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18. switch1A: gmignz delete /force /recursive bootflash:<OLD_I0S_image>
I:' Remove old 10S
image
19. switchl1lA: Switch# dir bootflash:

[]

Locate old IOS

Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 60817408 bytes total (43037392 bytes free)
removed

NOTE: Here, you should see only the 10S version you uploaded.
SwitchlA: Switch#write erase

Reset switch back
to factory defaults
by deleting the
VLANS.

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm] <ENTER>
[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

switchlA:

Reload the switch

Switch#reload

System configuration has been modified. Save? [yes/no]: no
Proceed with reload? [confirm] <ENTER>

! WARNING!: Itis extremely important to answer “no” to the above “Save?” option.

20 switch1A: Switch> enable
i Switch#
I:' After the reload,
enter enable mode.
23 switchlA: Switch> show version | include image
: System image file is "bootflash:cat4500-entservicesk9-mz.122-54.WO.bin"
|:| Wait until the Switch>

switch is reloaded,
then confirm the
correct I0S image.

NOTE: Here, you should see only the 10S version you uploaded. If the IOS version is not at
the correct version, stop here and contact Customer Care Center.

switchlA:

Locate old IOS
image to be
removed.

Switch# dir bootflash:

Directory of bootflash:/

1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)

NOTE: Here, you should see only the 10S version you uploaded.
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o5 switch1A: Switch# <CTRL-e><c><.>
Exit the switch1lA . ;
I:' console session. Hot Key sequence: Ctrl-E, C, period
26 SERVER A: On SERVER A ensure that the interface of the server connected to switch1B is the only
: _ interface up and obtain the IP address of <SERVER A_mgmtinterface> by performing the
|:| Disable the following commands:
bond0.2 interface
to switchl1A.
For Gen8:
$ sudo ifup eth1l
$ sudo ifdown eth01
For Gen9:
$ifup eth02
$ifdown eth01
NOTE: The command output should contain the IP address of the variable <SERVER
A_mgmtVLAN_ip_address>.
27 SERVER A: console -M <SERVER A_mgmtVLAN_ip_address> -l platcfg switch1B_console
I:' Connect to

switch1B console

$ /usr/bin/console -M 169.254.1.11 -| platcfg switch1B_console

Enter platcfg@pmac5000101's password: <platcfg_password>
[Enter ""Ec?" for help]

Press <Enter>

switchlB:

Enter enable mode

Switch> enable
Switch#

switchlB:

Configure switch
port with this
sequence of
commands

Switch# conf t

Switch(config)# vlan 2

Switch(config)# int vlan 2

Switch(config-if)# ip address 169.254.1.2 255.255.255.0
Switch(config-if)# no shut

Switch(config-if)# int gil/5

Switch(config-ify# switchport mode trunk
Switch(config-ify# spanning-tree portfast trunk
Switch(config-if)# end
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30.

[]

switchlB:

Test connectivity

ping <management_SERVER A_mgmtVLAN_ip_address>

Switch# ping 169.254.1.11

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER A_mgmtVLAN_ip_address>, timeout
is 2 seconds:

Success rate is 100 percent (5/5), round trip  min/avg/max = 1/1/4 ms

NOTE: If ping is not 100% successful the first time, repeat the ping. If unsuccessful again,
double check that the procedure was completed correctly by repeating all steps up to this

point. If after repeating those steps, ping is still unsuccessful, contact Customer Care Center.

switch1B:

Upload 10S image
to switch

Switch# copy tftp: bootflash:
Address or name of remote host []? <management_SERVER A_mgmtVLAN_ip_address>

Source filename []? <New_IOS_image_file>

Destination filename [<New_IOS_image_file>]? <ENTER>
Press <Enter> here, you do NOT want to change the filename

Accessing tftp://l<management_SERVER B_mgmtVLAN_ip address>/<IOS_image_file>...
Loading <IOS_image_file> from <SERVER A_mgmtVLAN_ip_address> (via

45606 bytes copied in 3.240 secs (140759 bytes/sec)

switchlB:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 2 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-ipbasek9-mz.122-54.WO.bin
removed 60817408 bytes total (43037392 bytes free)
NOTE: Here, you should note which IOS you uploaded, and the one which was already on the
switch. Note the one that was already on the switch, this will be the one to delete, as notated
by the variable <OLD_IOS_image>
33 switch1B: Switch# delete /force /recursive bootflash:<OLD_10S_image>
|:| Remove old 10S Switchs#
image
34 switch1B: Switch# dir bootflash:
: Directory of bootflash:/
D Locate old I0S 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin
image tg be 60817408 bytes total (43037392 bytes free)
remove

Here, you should see only the 10S version you uploaded.
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Appendix D.3: Cisco 4948E-F 10S Upgrade (SDS sites)

Step

Procedure

Result

35.

[]

SwitchlB:

Reset switch back
to factory defaults
by deleting the
VLANS.

Switch#write erase

Erasing the nvram filesystem will remove all configuration files! Continue? [confirm] <ENTER>
[OK]

Erase of nvram: complete

Switch#

*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK_INIT: Initialized the geometry of nvram
Switch#config t

Enter configuration commands, one per line. End with CNTL/Z.

Switch(config)#no vlan 2-1024

%Default VLAN 1002 may not be deleted.

%Default VLAN 1003 may not be deleted.

%Default VLAN 1004 may not be deleted.

%Default VLAN 1005 may not be deleted.

Switch(config)#config-register 0x2101

Switch(config)#end

Switch#

switchlB:

Reload the switch

Switch# reload
Proceed with reload? [confirm] <ENTER>
System config modified. save? [yes/no]:no

! WARNING !: It is extremely important to answer “no” to the above “Save?” option.

Proceed with reload? [confirm] <ENTER>

switch1B:

Wait until the
switch is reloaded,
then confirm the
correct I0S image

Switch> show version | include image
System image file is "bootflash:cat4500-entservicesk9-mz.122-54.WO.bin"
Switch>

switchlB:

Enter enable mode

Switch> enable
Switch#

switchlB:

Locate old IOS

Switch# dir bootflash:
Directory of bootflash:/
1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-entservicesk9-mz.122-54.WO.bin

image to be 60817408 bytes total (43037392 bytes free)
removed

Here, you should see only the 10S version you uploaded.
switchlA: Switch# <CTRL-e><c><.>

Exit the switch1A
console session.

Hot Key sequence: Ctrl-E, C, period
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Appendix D.3: Cisco 4948E-F 10S Upgrade (SDS sites)

Step Procedure Result
a1 SERVER A: On SERVER A ensure that the both bond0.2 interfaces are up:
I:' Re-enable the _
bond0.2 interface For Gens:
to switch1A.
$ sudo ifup ethll
$ sudo ifup eth01
For Gen9:
$ sudo ifup eth02
$ sudo ifup eth01
42 Close firewall $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --domain=10platnet --
' table=filter --chain=INPUT --persist=yes --match="-s 169.254.1.0/24 -p udp --
dport 69 -j ACCEPT" --location=1
43 SERVER A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService service tftp

Stop the “tftp”
service.

Login on Remote: platcfg
Password of platcfg: <platcfg_password>

1

44,

Return to Appendix D.2

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix E. CREATING AN XML FILE FOR INSTALLING NETWORK ELEMENTS

SDS Network Elements can be created by using an XML configuration file. The SDS software image (*.iso)
contains two examples of XML configuration files for “NO” (Network OAM&P) and “SO” (System OAM)
networks.

These files are named SDS_NO_NE.xml and SDS_SO_NE.xml and are stored on the /usr/TKLC/sds/vlan
directory.

The customer is required to create individual XML files for each of their SDS Network Elements (NOAM &
SOAM). The format for each of these XML files is identical. Below is an example of the SDS_NO_NE.xml
file.

e THE HIGHLIGHTED VALUES IN EACH TABLE MUST BE UPDATED BY
THE USER FOR EACH NETWORK ELEMENT (SITE).

NOTE_1: The Description column in this example includes comments for this document only. Do
not include the Description column in the actual XML file used during installation.

NOTE_2: The MgmtVLAN network should only be implemented when (2) dedicated Aggregation
Switches (typically Cisco 4948E-F) are used exclusively for the SDS NOAM and Query Server
(RMS) IMI network. The MgmtVLAN network should be removed from the Network Element XML
file when SDS Aggregation Switches are not part of the implementation.

NOTE_3: When installing IPv6 for the XMI or IMI networks, please note that the MgmtVLAN (if
implemented) should remain in the IPv4 format only.

NOTE_4: When creating the SDS SOAM NE XML file, the user should be aware that the XMI and
IMI networks subnets chosen MUST EXACTLY MATCH those used by the associated DSR NE
within the same SOAM enclosure.
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XML File Text

Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT change this name.

<vlanld>2</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<name>XMI</name>

Name of customer external network. Note: Do NOT change this name.

<vlanld>3</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>10.250.55.0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>255.255.255.0</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<gateway>10.250.55.1</gateway>

[Range = A valid IP address] - This gateway address must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.

<isDefault>true</isDefault>

[Range = true/false] - true if this is the network with the default gateway.

</network>

<network>

<name>IMI</name>

Name of customer internal network. Note: Do NOT change this name.

<vlanld>4</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.100.0</ip>

[Range = A valid IP address] - This network must be the same as the DSR
IMI network subnet within the SOAM enclosure.

<mask>255.255.255.0</mask>

Must be the same as the DSR IMI netmask within the SOAM enclosure.

<nonRoutable>true</nonRoutable>

[Range = true / false] - Determines whether or not the IMI network subnet is
treated as a routable network.

</network>

</networks>

</networkelement>
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XML File Text

Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT change this name.

<vlanld>2</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<name>XMI</name>

Name of customer external network. Note: Do NOT change this name.

<vlanld>3</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>2001:db8:0:241::0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>/64</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<gateway>2001:db8:0:241::1</gateway>

[Range = A valid IP address] - This gateway address must be the same as
the associated DSR NE XMI network gateway within the same SOAM
enclosure.

<isDefault>true</isDefault>

[Range = true/false] - true if this is the network with the default gateway.

</network>

<network>

<name>IMI</name>

Name of customer internal network. Note: Do NOT change this name.

<vlanld>4</vlanld>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>fd01::0</ip>

[Range = A valid IP address] - This network must be the same as the
associated DSR NE XMI network subnet within the same SOAM enclosure.

<mask>/64</mask>

Must be the same as the associated DSR NE XMI netmask within the same
SOAM enclosure.

<nonRoutable>true</nonRoutable>

[Range = true / false] - Determines whether or not the IMI network subnet is
treated as a routable network.

</network>

</networks>

</networkelement>
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Appendix F. NETBACKUP CLIENT INSTALLATION

This section contains procedures for configuration of additional services to Appworks-based application

servers.

STEP #

Procedure

Description

This procedure will download and install NetBackup Client software on the server.
Check off (\) each step as it is completed. Boxes have been provided for this purpose under each step
number.

IF THIS PROCEDURE FAILS, CONTACT ORACLE’S ACCESSING MY ORACLE SUPPORT (MOS). AND
ASK FOR ASSISTANCE.

IPv4 protocol

1. :\rl‘;tggcku Execute Section 3.10.5 Application NetBackup Client Procedures of reference
D Client P [6] to complete this step.
Software
NOTE: If installing Netbackup client software, it must be installed and
configured on all SDS servers (Primary SDS and DR SDS servers only).
NOTE: Location of the bpstart_notify and bpend_notify scripts is required for
the execution of this step. These scripts are located as follows:
/usr/TKLC/appworks/shin/bpstart_notify
Jusr/TKLC/appworks/sbin/bpend_notify
5 Link notify Link the notify scripts to well-known path stated in the above step
i scripts to well-
I:' known path ) . .
stated in the In -s <path>/bpstart_notify /usr/openv/netbackup/bin/bpstart_notify
above step ) ) )
In -s <path>/bpend_notify /usr/openv/netbackup/bin/bpend_notify
3 Verify if the Verify if the NetBackup port 1556 is opened on IPv4 protocol:
. Netbackup )
[ ]| port1ss6is | iptables -L 60sds-INPUT -n | grep 1556
opened for

If there is no output, then enable the port 1556 for NetBackup on IPv4:

iptablesAdm append --type=rule --protocol=ipv4 --domain=60sds --table=filter --
chain=INPUT --match="-m state --state NEW -m tcp -p tcp --dport 1556 -j
ACCEPT' --persist=yes

Verify if the
Netbackup
port 1556 is
opened for
IPv6 protocol

Verify if the NetBackup port 1556 is opened on IPv6 protocol:
ip6tables -L 60sds-INPUT -n | grep 1556

If there is no output, then enable the port 1556 for NetBackup on IPv6 protocol:

iptablesAdm append --type=rule --protocol=ipv6 --domain=60sds --table=filter --
chain=INPUT --match="-m state --state NEW -m tcp -p tcp --dport 1556 -
ACCEPT' --persist=yes
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Appendix G. LIST OF FREQUENTLY USED TIME ZONES

This table lists several valid timezone strings that can be used for the time zone setting in a CSV file, or as
the time zone parameter when manually setting a DSR blade timezone. For an exhaustive list of ALL
timezones, log onto the PMAC server console and view the text file: /usr/share/zoneinfo/zone.tab

Table 6 - List of Selected Time Zone Values

: _ Universal Time

Time Zone Value Description Code (UTC) Offset
Etc/UTC Coordinated Universal Time UTC-00
America/New_York | Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time UTC-07
America/Phoenix Mountain Standard Time - Arizona UTC-07
America/Los_Angel | Pacific Time UTC-08
es
America/Anchorag | Alaska Time UTC-09
e
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesbur UTC+02
g
America/Mexico_Ci | Central Time - most locations UTC-06
ty
Africa/Monrovia UTC+00
Asia/Tokyo UTC+09
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America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong_Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhage UTC+01
n

Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver | Pacific Time - west British Columbia UTC-08
America/Edmonton | Mountain Time - Alberta, east British uTC-07

Columbia & westSaskatchewan

America/Toronto Eastern Time - Ontario - most locations UTC-05
America/Montreal Eastern Time - Quebec - most locations UTC-05
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America/Sao_Paulo | South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia - most locations UTC+08
Australia/Sydney New South Wales - most locations UTC+10
Asia/Seoul UTC+09
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto_Ri UTC-04
co

Europe/Moscow Moscow+00 - west Russia UTC+04
Asia/Manila UTC+08
Atlantic/Reykjavik UTC+00
Asia/Jerusalem UTC+02
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Appendix H. ACCEPTING INSTALLATION THROUGH SDS NOAM GUI

This section will accept an application installation through SDS NOAM GUI.

Step

Procedure

Result

1.

[]

Primary SDS VIP:

Launch an approved
web browser and
connect to the XMl
Virtual IP Address
(VIP) of the Active
SDS site

NOTE: If presented
with the “security
certificate” warning
screen shown to the
right, choose the
following option:
“Continue to this
website (not
recommended)”.

wj There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server,

We recommend that you close this webpage and do not continue to
@ Click here to close this webpage.

B Continue to this website (not recommended).

= More information

Primary SDS VIP:

The user should be
presented the login
screen shown on the
right.

Login to the GUI
using the default
user and password.

ORACLE

Wed Nowv 16 11:07:39 2016 UTC

Oracle System Login

Log In
Enter your username and password to log in

Session was logged out at 11:07:39 am.

Username:
Password:

[ cn ange password

Log In

Welcome to the Oracle System Login

This application iz designed to work with most modern HTMLS compliant browsers and uses both JavaScript and
cookies. Please refer to the Oracle Software Web Browser Support Policy for details.

Unszuthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright @ 2070, 2016, Oracle and/or its affiiates. All rights ressrved.
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Step Procedure Result
3 Primary SDS VIP: ORACLE"
|:| The user should be [ 8 Main Menu Main Menu: [Main]

+ (0] Administration :

presented the SDS
Main Menu as
shown on the right.

+1 (1 Configuration
[+ (] Alarms & Events

[+] (1 Security Log

[+ ] Status & Manage

+] [] Measurements

+] [ Communication Agent
+ C1sDs

& Help

D Legal Notices

(@ Logout

This is the user-defined welcome messac
It can be modified using the 'General Options' item under the

Login Name: guiadmin
Last Login Time: 2016-11-16 08:11:3¢
Last Login IP: 10.176.254.228
Recent Failed Login Attempts: 0

Primary SDS VIP:

Using the cursor
left-click, select the
row containing the
Server(s) for which

Tasks

Main Menu: Administration -> Software Management -> Upgrade

L SD5_DP_M_GRP  SD5_DP_D2_GRP SD5_NO_GRP S5D5_S0O_GRP
you would like to - -
113 th
Accept upgrade. Upgrade State OAM HA Role Server Role Function
Hostname
. Server Status Appl HA Role Network Element
NOTE: Multi-select
is available by Ready Observer Query Server Qs
. QA5-a
holding down the Norm MiA SDS_MNO_NE
“CTRL” key while Read Acti Metwork OAMEP OAMEP
using the cursor to sds-NO-a Bacy AEtvE shwor
left-click multiple Norm MiA sDS_NO_ME
rows. Ready Standby Metwork OAMEP CAMEP
s2ds-MO-b
Morm MiA SD5_MNO_NE
Primary SDS VIP:
5. Backup  Backup All Auto Upgrade Report  Report All

Using the cursor
left-click, select the
“Accept” dialogue
button.
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Step

Procedure

Result

6.

[]

Primary SDS VIP:

The user is
presented with a
dialogue box stating
that the “Accept
Upgrade” action is
irreversible and
locks the Server on
the current software
release (i.e. Backout
to the previous
release is no longer
allowed).

If the user wishes to
continue, use the
cursor left-click to
select the “OK”
dialogue button.

i

(Y

The page at https://10.240.241.62 says:

WARMIMG: Selecting QK will result in the selected server
being set to ACCEPT for its upgrade mode, Once accepted,
the server will MOT be able to revert back to its previous
image state.

Accept the upgrade for the following server?

sds-mrsvne-b (169,254 .100.12)

I . R -

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix . DISABLE HYPERTHREADING FOR GENS8 & GEN9 (DP ONLY)

1.1 Gen8: Disable Hyperthreading For GEN8 & Gen9 (DP Only)

Step Procedure Result

DP Server XMl IP login: admusr
L (SSHY:
|:| : Password: <admusr_password>

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

5 DP Server XMl IP $ sudo hpasmcli -s "show ht"
: (SSH):
I:' Processor hyper-threading is currently enabled.
Execute “hpasmcli”
command to determine NOTE: Output returned may state “enabled” or “disabled”.

status of hyperthreading
for the DP blade.

3. e If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
I:' Step 4 of this procedure.

e If output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and
restart Appendix | for the next installed DP blade.

4. Launch the Internet

Explorer web browser
I:' and connect to the DP-
iLO GUI interface.

/= Home - Windows Internet Explorer

TF https:[i10.240.247.38

File Edit Wiew Favarites Toaols  Help
NOTE: Always use

https:// for iLO GUI
access.

j_:f Favorites

-4 Home

T WARNING !

Verify the DP-IiLO IP address before proceeding. The user must login using the
DP-iLO IP address only.




SDS 8.4 Initial Installation and Configuration F12360-01

Step Procedure Result

5. The web browser will

I:' display a warning
message regarding the

Security Certificate. -
|.,@ There is a problem with this website's security certificate.

NOTE: If presented with
the “security certificate”
warning screen shown to
the right, choose the
following option:

i:i' "1"3? I@Cert’ﬁmt& Error: Mavigation Blocked [ ‘

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

“Continue to this Security certificate problems may indicate an attempt to fool you or intercept
website (not SRt
recommended)”.

We recommend that you close this webpage and do not continue to thi
& Click here to close this webpage.

@ Continue to this website (not recommended).

@ More information

6. Login to the iLO console

as “Administrator” and
I:' enter the configured
password.

iLO 4
HP ProLiant

Firmware Version 2.10
ILOUSE230AA46

Local user name: |
Password: |_
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Step

Procedure

Result

7.

[]

The admin GUI is
displayed.

Select the “Remote
Console” tab in the
upper left corner of the
GUI.

‘ iLO 4
CESSS———

Expand Al | iLO Overview
E] Information
[ Elew Information

System Information
iLO Event Leg
Integrated Management Log

Server Name
Product Name

Active Health System Log uuio

Diagnostics Server Serial Number
Location Discovery Services Product ID

Insight Agent System ROM

iLO Federation System ROM Date

Remote Console

Backup System ROM Date

\irtual Media Integrated Remote Conscle
License Type
Power Management . y .
iLO Firmware “ersion
Network IP Address
Remote Support Link-Local IPv6 Address
Administration iLO Hostname
BL c-Class

Active Sessions

Compass-DaMP-03

ProLiant BL450c Geng
30312435-2621-5355-4522-323041 412428
USE230AA4E

641018-B21

131

1110272014

02/10/2014

NET  Java

iLO 4 Standard Blade Edition
2.10 Jan 152015
10.240.76.137
FEB8D:AE16:2DFF . FEAS:EAED
ILOUSEZ30AA4E,

Status
System Health
Server Power
UID Indic ator
TPM Status
SD-Card Status
iLO Date/Time

Dok
@on
Qup
Mot Pre
Mot Pre
Mon Jul

| User

[

| Local User: Administrator

10.176.254.229

The Remote Console
Information GUI is
displayed

Click on the “Remote
Console” menu option

iLO 4

ProLiant BL4&0c Gend

Expand All

[3 Information
Overview
System Information
iLO Event Log

Integrated Management Log
Active Health System Log
Diagnostic s

Location Discovery Services
Insight Agent

iLO Federation
LR oS

Power Management

Metwork

[T] Remote Support

Remote Console
. Launch . Java

.NET Integra

The MET IRC prowvic

If you are using Vvin
at the Microsoft Dow

Mote for Firefox
Framework Assist

Mote for Chrome
As aworkaround

+ Integrated
« Standalon

Lo im e b im
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Step

Procedure

Result

9.

[]

Under the “Integrated
Remote Console”
section in the top of the
right panel, click on the
“Launch” dialogue
button.

NOTE: Answer
“Yes/OK” to any pop-up
windows that might
appear.

iLO Event Log Integrated Remote Console

Integrated Management Log

Diagnostics Acosss the systemn KV and control Virtual Power & Media from = single
Insight Agent

Wicrosoft . ramework 3.5. (available through Windows Update) is re

I:‘ Remote Console Microsoft .WET Framework availatle through Win Update) is reqg

Remate Console

Virtual Media

Poweer Management

This machine reports to have the comect version of the .MET Framework 2

NET Version Detected

Administration
BL c-Class Version S}atus
3.5.30729 &
MNaote for

to find the latest wersion of the Microsoft MET Framewosk Assistant.

D

Java Integrated Remote Console

The iLO Console window
is displayed.

NOTE: The console
window resembles an
MS-DOS window but
DOES NOT have a
scroll-back buffer.

#g ProLiant - 10.240.247.38
Power Switch  Virtual Drives  Keyboard

Gprerelh. .0 00,238

1024 x 768 o ] 3 RC4 200

11.

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_password>
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Step

Procedure

Result

12.

[]

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$ sudo init 6

NOTE: Itis normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.

Access the Server BIOS
by pressing F9 key

Reboot the server. This can be achieved by pressing and holding the power button
until the server turns off, then after approximately 5-10 seconds press the power
button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

HP Proliant

128 GB Installed

Proliant System BIOS - P70 (03/01/2013)
Copyright 1982, 2013 Hewlett-Packard Development Company, LP.

2 Processor(s) detected, 16 total cores enabled, Hyperthreading is enabled
ntel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz
el(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz
: 8

G
Power Regulator Mode: Static High Performance

Redundant ROM Detected - This system contains a valid backup System ROM.

Inlet Ambient Temperature: 26C/78F
Advanced Memory Protection Mode: Advanced ECC Support
HP SmartMemory authenticated in all populated DIMM slots.

v

Smort Amay  Smarl Aoy
need

SATA Option ROM ver 2.00.C02

Copyright 1982, 2011. Hewloti-Packard Development Company, L.P.

iLO 4 Advanced press [F8] to configure v
9 [ ——
v Powe Copping

2

Intelligent Provisioning  ((F11) Boot Menu

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup
Utility menu will be displayed.

NOTE: It is normal for a period of 2 minutes or more to occur between pressing the
F9 key and entering the Blade BIOS screen
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Step

Procedure

Result

14.

[]

Select System Options

Scroll to System Options and press [ENTER]

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to View/Modify System Specific Options
<t/4> for Different Selection; <TAB) for More Info; <ESC> to Exit Utility

Select Processor
Options

Select Processor Options option and press [ENTER]

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

Processor Options

<Enter> to Display Processor Specific Options
<t/1> for Different Configuration Option: <ESC> to Close Menu
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Step

Procedure

Result

16.

[]

Select Hyper threading
Options

Select Intel® Hyper threading Options and press [ENTER].

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to Modify Intel(R) Hyperthreading Status: <F1> for Help
<t/4> for Different Configuration Option; <ESC) to Close Menu

Set hyperthreading to
Disabled.

Select Disabled option and press [ENTER)].

ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<t/4> Changes Configuration Selection
<Enter> Saves Selection; <ESC> to Cancel
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Step Procedure Result
18 Save Configuration and Press [F10] to save the configuration and exit. The server will reboot

[]

Exit.

NOTE: It is normal for
the Remote Console
window to stay blank for
up to 3 minutes before
initial output appears.

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

=Current Boot Controller——r———r—rr—
”PCI Embedded HP Smart Array P420i Controller

<F10> to Exit Utility
fAiny Other Key to Return to Main Menu

Expected Result: Settings are saved and server reboots.

Continue to monitor the
server boot process until
the screen returns to the
login prompt.

% ProLiant - 10.240.247.38 Q@El

1024 x 768 w ) 5 RC4 900

Close the Remote
Console window.

THIS PROCEDURE HAS BEEN COMPLETED
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Gen9: Disable Hyperthreading For GEN8 & Gen9 (DP Only)

F12360-01

Step

Procedure

Result

lei|

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr
Password: <admusr_password>

DP Server XMl IP
(SSH):

Execute “hpasmcli”
command to determine
status of hyperthreading
for the DP blade.

$ sudo hpasmcli -s "show ht"

Processor hyper-threading is currently enabled.

NOTE: Output returned may state “enabled” or “disabled”.

e If output from Step 2 shows that hyperthreading is currently “enabled”, then continue with
Step 4 of this procedure.

e If output from Step 2 shows that hyperthreading is currently “disabled”, then STOP and
restart Appendix | for the next installed DP blade.

Launch the Internet
Explorer web browser
and connect to the DP-
iLO GUI interface.

NOTE: Always use
https:// for iLO GUI
access.

rff' Home - Windows Internet Explorer

73 https:/{10.240,247.38

File Edit “iew Favorites Tools  Help

o7 Favarites

'a Home

HWARNING!!!

Verify the DP-iLO IP address before proceeding. The user must login using the

DP-iLO IP address only.
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Step

Procedure

Result

5.

[]

The web browser will
display a warning
message regarding the
Security Certificate.

NOTE: If presented with
the “security cetrtificate”
warning screen shown to
the right, choose the
following option:
“Continue to this
website (not
recommended)”.

b | @Cert’ﬁcate Error: Mavigation Blocked | |

'@) There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted
The security certificate presented by this website has expired or is not yet valig
The security certificate presented by this website was issued for a different we

Security certificate problems may indicate an attempt to fool you or intercept
Server.

We recommend that you close this webpage and do not continue to thi
@ Click here to close this webpage.
"gié' Continue to this website (not recommended).

@ More information

Login to the iLO console
as “Administrator” and
enter the configured
password.

iLO 4

ProLiant

*

Ny

i
| \|*l
S

Hewlett Packard /
Enterprise
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Step

Procedure

Result

The admin GUI is
displayed.

Select the “Remote
Console” tab in the
upper left corner of the
GUI.

—
Hewlett Packard
Enterprise

Expand All

~ Information
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Location Discovery Services
Insight Agent

¥ iLO Federation

> Remote Console

¥ Virtual Media

> Power Management

> Network

» Remote Support

> Administration

> BL c-Class

iLO Overview
Information

Server Name
Product Name
uuID

Server Serial Number

Product ID

iLO Firmware Wersion

IP Address

Link-Local IPvé Address
iLO Hostname

Active Sessions

User
Local User: Administrator
Local User: Administrater

Local User: Administraror  HOME | SIGN OUT
L0 HosmameiL D2M2845025H.

Status
BigRed2blade08-MP' System tealth @ OK
ProLiant BL460C Gend @ON
31333138-3830-L032-3236- @ UID OFF
343630323348 Mot Present
2M2646023H d Status Not Present
813198-821 iLO Date/Time  Thu Mar 210:33:30 2017

136 v2.20 (05/05/2016)
05/05/2016
05/05/2016

NET JavaWeb Start Java Applet

iLO Standard Blade Edition
2.40 Dec 02 2015
10.240.46.14
FEB0::7210:6FFF-FEB8:3A58
ILO2M2646023H.

4 |P Address Source
10759159 HTTPS
101912126 HTTPS
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Click on the “Remote
Console” menu option

Step Procedure Result
| — | i
& | e | [ 3
ENTRIRriEe S B
I:' displayed

Remote Conscle - iLO Integrat

Exp

Launch arily

w  Information

Crverview

NET Infegrated Rer

The NET IRC provides remate acoess to the

System Information
LD Bvent Log

If wou are using Windows 7, 8, B or 10, 3 sup

Intagrated Management Log ! ¥
folloming wersions of the MNET Framework: 3

Active Health Sys
SRR L <l T T LY Mete for Firefox users: Firsfox requires an £

L g Mote for Chrome users: Chrome requires an

Location Discovery Services A5 a workaround select ane of the followin
» Integrated NET IRC application wi
= Standalone NET IRC application 2
= L0 Mohile Apphcaton to access #

Insight Agent
* L0 Federatan

ofe Lonsole

* Wirtual Media

Java Integrated Remrr

The lava IRC provides remote access 1o the

¥ Power Management

3 Metwork Note: On systems with OpendDE, yeou must
* Remate Support

¥ Administration

HPE iLO Mobile Apg

The HPE iLO Mabda application provides ac

at all times as long as the server is plugged |

¥ BL c-Class

9. Under the “Integrated
Remote Console”
section in the top of the
right panel, click on the
“Launch” dialogue
button.

NOTE: Answer
“Yes/OK” to any pop-up
windows that might
appear.

NET Integrated Remote Conscle (NET IRC)

The NET IR prowdes remote access o the system KVM and cotrol of Viehusl Power and Media from s single conscie built

enter. The NET IRC sugocets The.

NET IRC from wwwhps.com
* ILD OIS APIICE1ION 10 SCess Th ILO Remare Console

Java Integrated Remote Console (Java IRC)

Tha Jsa I8

cantral of Virnsal Power

the suailabiiy of Java

b Start canseke or sppier a2

Nate: On systemms with OpeniD., you must use the Java Appiet opticn with a brawses (such as FreFax) that supports a Java phagein

HPE iLO Mabile App

The HPE L0 M
ara

remate console of your HPE server from yous mobile device. The mobile
P and paiorm,

#) POWER ON
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Step

Procedure

Result

The iLO Console window
is displayed.

NOTE: The console
window resembles an
MS-DOS window but
DOES NOT have a
scroll-back buffer.

= —

m iLO Integrated Remote Console - Server: BigRed2blade08-MP | iLC: ILO2M2646023H | Enclosure: 501_17_03 | Bay: 8

Power Switch  Virtual Drives  Keyboard Help

e 6.8
prerel?.4.6.8.68_8t

er re
Kernel 2.6 1.1

.B.xB6_64 on an xB6_64

BigRedZbladeBB-MP login: _

720 x 400 W[ 2] R4 Q0@

11.

DP Server XMl IP
(SSH):

Access the command
prompt via DP blade’s
XMI IP address and log
into the server as the
“admusr” user.

login: admusr

Password: <admusr_password>

Reboot the server.

This can be achieved by
logging in as the “
” user and executing init
6 command at the
command prompt.

$ sudo init 6

NOTE: It is normal for the Remote Console window to stay blank for up to 3 minutes
before initial output appears.
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[]

by pressing F9 key

Step Procedure Result
13 Access the Server BIOS | Reboot the server. This can be achieved by pressing and holding the power button
: until the server turns off, then after approximately 5-10 seconds press the power

button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press [F9] to
access the BIOS setup screen. You may be required to press [F9] 2-3 times. The
F9=Setup will change to F9 Pressed once it is accepted. See example below.

"

H PE PrOLianT Hewl..eﬁ Packard

Enterprise

2016 Hewlett Packard Enterprise Development LP
: : ! P

erthreading is enabled

106GH=

dtarting drivers. Please wait. this may take a lew moments

il0 4 TPud:
ill 4 IPvb FFF:FEBS : 3058

(F9]) Systim Utilities [F10) Intelligent Provisioning [ FT) Boot Hem [F12] Hetwork Boot

Expected Result: ROM-Based Setup Utility is accessed and the ROM-Based Setup
Utility menu will be displayed.

NOTE: It is normal for a period of 2 minutes or more to occur between pressing the
F9 key and entering the Blade BIOS screen
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Step Procedure Result
14 Scroll to System Scroll to System Configuration and press [ENTER]
: Configuration
SyS'Iem Utilities Hewlett Packard
Enterprise
systen hoot
[Eng1ishl

r:».l...=r-<:|p

(#4) Change Selection [Enter] Select Entry (ESC) Exit [ F1) Help [ F7) Defaults

15 Scroll to BIOS/Platform Scroll to BIOS/Platform Configuration and press [ENTER]

Configuration

System Configuration Hewlett Packard

Enterprise

figuration
ed RALD 1 : Sma Y Co
FlexihlelON 1: HP Et ot port S6OFLE Adapter - NIC
FlexibleLOW 1 met 10 LE ddapter - HIC
Slot rt 1 : HP Et
Slot 2 Part 2 : HP Ethernet 106b 2-port S60M Adapter - NIC

(14] change Selection [Enter] Select Entru [(ESC) Exit [ F1) Help
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F12360-01

Step

Procedure

Result

16.

[]

Select System
Configuration

Scroll to System Configuration and press [ENTER]

System Utilities

Exit a jsten hoot
Reboot the Sy:

Select Language [Englishl

(%4 Change Selection [Enter] Select Entry [(ESC) Exit [ F1) Help [ F7) Defaults

Hewlett Packard
Enterprise

Online Help

Select Processor
Options

Select Processor Options option and press [ENTER]

BIOS/Platform Configuration (RBSU)

DINS/Platlore Conliguration (RESUY
Systen Options

Serlal Port Options
USE Dptions

e Opti
Hemory (pera

(t4) Change Selection [Enter] Select Entry [(ESC) Back [ F1) Help [ F7) Defaults [F10) Save

Hewlett Packard
Enterprise
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Step

Procedure

Result

18.

[]

Select Hyper threading
Options

Select Intel® Hyper threading Options and press [ENTER].

BIOS/Platform Configuration (RBSU)  Hewtettpackara

Enterprise

ation (RESUY

[Enabled]
[Li1]

[Enabled]

(t4) Change Selection [Enter] Select Entry [(ESC) Back [ F1) Help [ F7) Defaults [F10) Save

Set hyperthreading to
Disabled.

Select Disabled option and press [ENTER].

BIOS/Platform Configuration (RBSU)  HewtettPackard

Enterprise

T0s/Platlforn Conl tion (RESUY

[Enabled]

(14] Change Selection [Enter] Select Entry [(ESC) Back [ F1) Hely [ F7) Defaults [F10] Save




SDS 8.4 Initial Installation and Configuration F12360-01

Step

Procedure

Result

20.

[]

Save Configuration and
Exit.

NOTE: It is normal for
the Remote Console
window to stay blank for
up to 3 minutes before
initial output appears.

Press [F10] to save the configuration and exit. The server will reboot

BIOS/Platform Configuration (RBSU)  uewtettpackard

Enterprise

NInS/Platlforn Conliguration (RIS

ioms + Processor Uptions

[Disabled]
L))

[Enabled]

g. Do you want to

¥* Lo save and ex
to cancel.

[(+4) Change Selection [Enter) Select Entry (ESC) Back [(F1) telp ((F7) Defaults [F10) Save

Expected Result: Settings are saved and server reboots.

Continue to monitor the
server boot process until
the screen returns to the
login prompt.

m iLO Integrated Remote Console - Server: BigRed2blade08-MP | iLO: ILO2M2646023H | Enclosure: 501 17 03 | Bay: 8 |ﬂ‘ﬂj

Power Switch  Virtual Drives  Keyboard  Help

Oracle Linu
Kernel 2.6.32 AL rerel?.4.6.8.0_66.34.8.x06_64 on an xB6_64

[BigRedZbladeB8-MP login: _

720 % 400 i [k ]e] R4 008

Close the Remote
Console window.

e 300 _1F 03 | Bare 8
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Appendix J. CONFIGURE THE HP DL380 (GEN8 & GEN9) SERVER CMOS
CLOCK/BIOS SETTINGS

J.1 GEN8: CONFIGURE THE ILO FOR RACK MOUNT SERVER

J.1.1 RMS: Configure ILO

Procedure 12: GEN8: CONFIGURE THE ILO FOR RACK MOUNT SERVER

In this procedure you will be configuring Integrated Lights Out (iLO) for RMS. You will configure the NIC and
TCP/IP, DNS/DHCP parameters as well as adding a new iLO user.

Prerequisites & Requirements:

v' Server powered on
v' Server booting up or rebooted

Step

Procedure

Result

1|.:|

Configure Integrated
Lights Out (iLO) for

Rack Mount Servers
(RMS):

For HP GEN8 DL380
servers perform the
following

1. Reboot the server.

2. When “iLO 4
Standard press [F8] to
configure” is displayed,
press [F8]

3. Once [F8] is pressed
wait for the iLO
Configuration screen to
appear.

HP Proliant

128 GB Installed

Proliant System BIOS - 131 (02 012)
Copyright 1982, 2012 Hewlett-Packard Development Company, L.P.

sarthreading is enabled

»: Static High Performance
Redundant ROM Detacted - T ym contains a valid backup System ROM
»de: Advanced ECC Support
od in all populated DIMM slots.

iLO 4 Standard press [F8] to configure

iLO 4 1P 192.168.100.18
(F9) Setup  (F10) Intelligent Provisioning

Figure 17.iLO Configuration - GEN8: Press [F8] to configure

Agentless

Maragemant
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Step

Procedure

Result

After the initial iLO
configuration utility
screen appears, use
the arrow keys to
select the Network
menu

Figure 18. iLO Configuration - Initial iLO Configuration Screen

Within the Network
menu, select
DNS/DHCP

Figure 19. iLO Configuration - select Network->DNS/DHCP
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Step

Procedure

Result

Verify that DNS/DHCP
is set to OFF. If it is not
set to OFF, use the
[SPACE BAR] to toggle
the setting to ‘OFF’

Figure 20. iLO Configuration - press [SPACE BAR] to turn DHCP OFF

Press [F10] to save if
changes were made or
[ESC] to Cancel if no
changes were made.
You should be
returned to the
Network main menu.

Figure 21. iLO Configuration - Select NIC and TCP/IP
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Step

Procedure

Result

Press [ENTER] if
required and select
‘NIC and TCP/IP’

Figure 22. iLO Configuration - Select NIC and TCP/IP and configure Network

Enter the Network
Configuration
information for the
server. Use the arrow
keys to select the field
to change

IP Address should be set based on the information in the NAPD.

Once the Network
Configuration
information has been
entered, press [F10]
to save the settings.

Using the arrow keys,
select the User menu,
then select Add and
press [ENTER]

Figure 23. iLO Configuration - Select User - Add
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Step Procedure Result

Add the tekelec user.
9. Username: tekelec
Login name: tekelec
Password: tekelecl

10 Once the tekelec User has been added, press [F10] to Save the user.
ﬁ Repeat this procedure for other ship loose servers for the work order.

J.1.2 GENS8: RMS BIOS Configuration, verify processor & memory.

Procedure 13. Enter the ROM-Based Setup Utility (RBSU)

Prerequisites & Requirements:
v' Server powered on
v' KVM connectivity to the server to get console



SDS 8.4 Initial Installation and Configuration F12360-01

Step Procedure Result

Reboot the server. You
1 will see an HP ProLiant HP Proliant
|:| screen as shown

below. When prompted
with the option to e sarthreading is enabled
Press F9 for setup, do
s0. Once F9 is pressed,
you should see “F9”
selected on the screen
as shown below:

i Development Company, LP.
0.101

{1 GiB, v2.14) 1 Logical Drive

iLO 4 1P: 192.168.100.101

(F10) Intelligent Provisioning [ F11) Boot Menu

Figure 24. RBSU - Enter RBSU - “F9 Pressed” indicated in HP Splash
screen

After the initial iLO
configuration utility @Bl Network User Settings
screen appears, use
the arrow keys to
select the Network
menu

Set Defaults

Exit this utility._
Figure 25. iLO Configuration - Initial iLO Configuration Screen

Procedure 14. Verify / Configure Serial Port Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU mode

In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports.
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Step

Procedure

Result

lei|

Select System
Options, then Serial
Port Options:

ROM-Based Setup Utility, Version 3.00

opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to ViewsModify System Specific Options
KT/1> for Different Selection; <TAB> for More Info; <ESC> to Exit Utility

Figure 26. ROM-Based Setup Utility - initial screen

OM-Based Setup Utility, Version 3.00
ight 1982, 2013 Hewlett-Packard Development Company, L.P.

Berial Port Options

<Enter> to Display Serial Port Optioms
<T/1> for Different Configuration Option: <ESC> to Close Mewu

Figure 27. ROM-Based Setup Utility - Serial Port Options
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Step Procedure Result
> Verify the settings Select “‘Embedded Serial Port” and verify it is set for “COM 2”. If it is not set
' for Embedded Serial | to COM 2, press [ENTER], select COM 2, then [ENTER].
Port: ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

erial Port

Syl
Po|[Virtual Serial Port

BIOS Serial Console & EMS
Server Asset Text
Advanced Options

System Default Options
Utility Language

|\ OM 2: IRQ3: I0: 2FBh ‘IIII\H

<Enter> to Modify Embedded Serial Port Settings: <F1> for Help
<tr1> for Different Configuration Option; <ESC> to Close Menu

Figure 28. Verify Embedded Serial Port setting

3 Verify the settings Select “Virtual Serial Port” and verify it is set for COM 1. If it is not set to
' for Virtual Serial COM 1, press [ENTER], select COM 1, then [ENTER]
Port: ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

M(|[Embedded Serial Port
Po
PC
PC
St
Bo
Da

BIOS Serial Console & EMS
Server fAsset Text
Advanced Options

System Default Options
Utility Language

|'\l|"1 1; IRQ4: 10: 3F8h iI'II\H

<Enter> to Modify Virtual Serial Port Settings: <F1> for Help
{ts1> for Different Cowfiguration Option; <{ESC> to Close Menu

Procedure 15. Verify / Set Power Management

Prerequisites & Requirements:
v' Server rebooted and in RBSU
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In this procedure you will be configuring Power Management Options. The server HP Power Profile will be
verified or set to Maximum Performance.

Step

Procedure

Result

lei|

While in RBSU, verify
or set the HP Power
Profile

Select “Power Management Options”, then press [ENTER].

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<{Enter> to View/Modify Power Management Options
{ts/1> for Different Selection: <(TAB> for More Info. <ESC> to Exit Utility

Figure 29. RBSU - Select Power Management Options
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5 After pressing [ENTER] | HP Power Profile, HP Power Regulator, Redundant Power Supply Mode,
' you will see several Advanced Power Management.
options to choose from
such as: o :
ROM-Based Setup Utility, Version 3.00
Copuyright 1982, 2013 Hewlett-Packard Development Company, L.P.
HP Power Profile
{Enter> to Modify HP Power Profile Options: <F1> for Help
{ts1> for Different Configuration Option; <ESC> to Close Menu
Figure 30. RBSU - Select HP Power Profile and Maximum
3 e Select HP Power Profile
e Verify it is set to Maximum Performance
4 If not set to Maximum Performance, press [ENTER] and select “Maximum Performance”, then
' press [ENTER]

Procedure 16. Verify / Set Standard Boot Order (IPL)

Prerequisites & Requirements:
Server rebooted and in RBSU
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Step

Procedure

Result

lei|

While in RBSU, verify
or set the Standard
Boot Order. Select
Standard Boot
Order, then press
[ENTER]

Select “Power Management Options”, then press [ENTER].

{0M-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

KEnter> to ViewsModify the IPL Device Boot Order
(ts1> for Different Selection: <TAB> for More Info: <ESC> to Exit Utility

Figure 31. Select Standard Boot Order

Verify that IPL:1 is
USB DriveKey (C:). If
IPL:1 is not USB
DriveKey, then select
USB DriveKey and
press [ENTER], then
select “Set the IPL
Device Boot Order to
1” and press [ENTER]

i0M-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

Figure 32. Select “Set the IP Device Boot Order to 1”

Verify that IPL:1 is
now USB DriveKey

()

Figure 33. IPL:1 is now USB DriveKey (C:)
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Step Procedure Result

While in RBSU, set

the system Date and | IBIEERT LGNS ERD
I:' Time: opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

Select “Date and
Time”, then press

[ENTER]
<Enter> to View/Modify Date and Time
<T/1> for Different Selection: <TAB> for More Info: <ESC> to Exit Utility
Figure 34. Select Date and Time
Set the current Date ROM-Based Setup Utility, Version 3.00
5. and Time. Use UTC opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

for the time settings.
Once the correct Date
and Time has been
set, press [ENTER] to
confirm the settings.

odify Date and Time
KENTER> to Save Changes, <ESC> to Main Menu

Figure 35. Set Date and Time (UTC)

Procedure 17. Verify / Set Server Availability

Prerequisites & Requirements:
Server rebooted and in RBSU
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Step Procedure Result

1 While in RBSU, set
: the Server

[ ] | Availability:

Select “Server

Availability”, then
press [ENTER]

ROM-Based Setup Utility, Version 3.00
opyright 1982, 2013 Hewlett-Packard Development Company, L.P.

<Enter> to ViewsModify Server Availability Options
Kts/1> for Different Selection: <TAB> for More Info. <ESC> to Exit Utility

Figure 36. RBSU - Select Server Availability

> After pressing [ENTER] you will see several options to choose from including

ASR Status, ASR Timeout, Thermal Shutdown, Wake-On LAN, POST F1 Prompt, Power Button,
Automatic Power-On and Power-On Delay.

3 v Select ASR Status.
' v’ Verify it is set to Enabled.
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Step Procedure Result
If not set to Enabled, ROM-Based Setup Utility, Version 3.00
4. press [ENTER] and Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.
select “Enabled”,
then press [ENTER]
{Enter> to Modify Automatic Server Recovery Status: <F1> for Help
{ts1> for Different Configuration Option; <ESC> to Close Menu
Figure 37. RBSU - Verify ASR Status is set to Enabled
Select Automatic ROM-Based Setup Utility, Version 3.00
S. Power-On Copyright 1982, 2014 Hewlett-Packard Development Company, L.P.
Automatic Power-Om
{Enter> to Modify Automatic Power-On Mode: <F1> for Help
<ts1> for Different Configuration Option: <ESC> to Close Menu
Figure 38. RBSU - Verify Automatic Power-On is set to Enabled
6 Verify Automatic Power-On is set to Restore Last Power State
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Step Procedure Result
7 If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]
8 Select Power-On
' Delay
Fower-On Delay
KEnter> to Modify Power-On Delay Mode: <F1> for Help
<ts/1> for Different Configuration Option; <ESC> to Close Menu
Figure 39. RBSU - Verify Power-On Delay is set to No Delay
9 Verify Power-On Delay is set to No Delay
10 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]

Procedure 18. Exit the RBSU

Prerequisites & Requirements:

v' Tasks within the RBSU have been completed.
v' To Exit the RBSU, press <ESC> and then press <F10> to Confirm Exit Utility
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Step Procedure Result

While in RBSU, set ROM-Based Setup Utility, Version 3.60
opyright 1982, 2811 Hewlett-Packard Deve lopment Company, L.P.

L the Server

[ ] | availability:
Select “Server
Availability”, then

press [ENTER]
B> to Confirm Exit Utility

Current Boot Controller
PCI Embedded HP Smart Array

F18> to Exit Utility
ny Other Key to Return to Main Henu

Figure 40. RBSU - Exit ROM-Based Setup Utility

> Expected Results:
The BIOS for the server is successfully configured, memory and processors are verified.

J.2 GEN9: RMS CONFIGURE ILO

J.2.1 RMS: Configure iLO

Procedure 19. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers
(RMS)

Prerequisites & Requirements:

v' Server powered on
v' Server booting up or rebooted

289 F12360-01



SDS 8.4 Initial Installation and Configuration F12360-01

Step Procedure Result
1 Reboot the server.
- You will see an HP Hewlett Pac
I:' screen as shown ERECTRES
beIOW' When (C) Copyright 1982 - 2015 Hewlett Packard Enterprise Development LP
Il HP ProLiant DL3B0 Gen9
prompted Wlth the BIDS Version: P89 v2.00 (12/27/2015)
Optlon to Press Fg for Serial Mumber: USE6O93KEB
iliti Systen Memory: 256 6B
SyStem Utllltles’ do ZQlﬁll‘zgeszg?(g) detected. 24 total cores enabled. Hyperthreading is enabled
Proc 1: Intel(R) Heon(R) CPU ES-2680 v3 @ 2.506H;
SO. Onge F9 'Sh d o LIl el G e e S
pressed, you shou OPI Speed: 9.6 61/s
see “F9’ selected on HPE Pouer Profile Mode: Maxinun Performance
Pouer Regulator Mode: Static High Performance
the screen as ShOWn fdvanced Memory Protection Mode: Advanced ECC Support
Inlet Anbient Temperature: 21°C / 69°F
beIOW Boot Mode: Legacy BIDS

Redundant ROM Detected - This system contains a valid backup system ROM [ 7
HPE SmartMemory authenticated in all populated DIMM slots.

Smart Storage  Smart Array
Batrery

4 4 4

Power Dynamic HPE
Regulator  Power Capping

il0 4 TPu4: 10.75.4.131 L4 4 v
il0 4 IPub: FEBO::9657:ASFF:FEAF:F342 HPE::sﬂul Intelligent Saanixsl;nscn

Provisioning
4 14 4

m Systen Utilities Intelligent Provisioning @ Boot Henu @ Netuork Boot Mi:ﬁ%:m m::;!::m
Figure 41. Gen9:iLO Configuration - GEN9: Press [F9] to configure
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Step Procedure Result
> After F9 is pressed
' select System
Configuration then
selectiLO 4 b Sustem Configuratiom
Configuration Utility One-Tine Boot Menu
Embedded Applications
System Information
System Health
Exit and resume system boot
Reboot the Systen
Select Language [Englishl
Figure 42. Gen9: iLO4: Select System Configuration
BI0OS/Platform Configuration (RESU)
il0 4 Configuration Utility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enbedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Enmbedded FlexibleLOM 1 Port 3 : HP Ethernet 16b 4-port 331FLR Adapter
Enmbedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter
Figure 43. Gen9:iLO: Select iLO4 Configuration Utility
3 After the initial iLO
Configuration Utility iLD 4 Configuration Utility
screen appears, select
User Management
Network Options
Advanced Metwork Options
» User Management
Setting Options
Set to factory defaults
Reset iL0
About
Figure 44. Gen9:iLO Configuration - User Management
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Step Procedure Result

Select Add User

MREEE TR System Contiguration

the admusr user.

il0 4 Configuration Utility

User Management

» Add User
Edit/Remove User

Figure 45. Gen9: iLO Configuration - Add User

5. Enter the N?W User iL0 4 Configuration Utility

Name, Login Name

?”d Passvvord User Management -+ Add User

information for

tekelec: New User il0 4 Privileges:

New User Name: Administer User Accounts

tekelec Remote Console Access

Login Name: Uirtual Power and Reset
tekelec Uirtual Media

Password: Configure Settings
tekelecl

New User Information:

New User Mame
Login Name
Passuword

Figure 46. Gen9:iLO Configuration - Add New User Name: tekelec
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Step Procedure Result
6 Press [ESC] to go
' back to the iLO 4
Configuration Utility iL0 4 Configuration Utility
menu, then select
Network Options.
b Network Optioms
Advanced MNetwork Options
User Management
Setting Options
et to factory defaults
Reset il
About
Figure 47. Gen9: iLO Configuration - select Network Options
7. Within the Network il0 4 Configuration Utility

menu verify that
DHCP Enable is set
to [OFF]. IF not set to

[OFF], press [ENTER] MAC Address [94:57:A5:69:4F :30]
and arrow down to Metwork Interface Adapter [OM]

select [OFF] then Transceiver Speed Autoselect [OM]
press [ENTER].

Netuwork Options

» DHCP Enable [OFF]
DNS Name [TLOUSESS511PHUI

IP Address [192.168.100. 2001
Subnet Mask [255.255.255.0]
Gateway IP Address [192.168.100.1]

Figure 48. Gen9: iLO Configuration - DHCP Enable to OFF
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Step

Procedure

Result

Use the arrow keys to
move up/down to set
the IP Address,
Subnet Mask and
Gateway IP Address
for the server.

IP Address should be set based on the information in the NAPD.

Subnet Mask: 255.255.255.0
Gateway IP Address: 192.168.100.1

il0 4 Configuration Wtility

Network Options

MAC Address [94:57:A5:69:4F : 301
Network Interface Adapter [ON]
Transceiver Speed Autoselect [OM]

[OFF]
[ILOUSESS11PHU]

DHCP Enable
DNS Name

[192.168.100.2001
[255.255.255.01
[192.168.100.11

» IP Address
Subnet Mask
Gateway TP Address

Figure 49. Gen9: iLO Configuration - Network Configuration IP, Subnet,
Gateway
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Step Procedure Result
9 Press [F10] to save all ] ] ] .
. changes, ENTER “Y” il0 4 Configuration Utility
to confirm then exit Netuork Dptions
out and reboot the
server » MAC Address [94:57:A5:69:3F :DE1
Network Interface Adapter [ON]
Transceiver Speed Autoselect [ON]
DHCP Enable [0FF]
DNS Nane [TLOUSESS11PHK]
IP Address
Subnet Mask Changes are pending. Do you want to save changes and
Gateway IP Address exit?
Press 'Y" to save and exit., ‘N’ to discard and exit.
"ESC’ to cancel.
Figure 50. Gen9: iLO Configuration - F10 Save Changes
il0 4 Configuration Utility
User Management + Add User
New User iL0 4 Privileges:
Administer User Accounts
Remote Console ficcess
Uirtual Power and Reset
Virtual Media
Configure Settings
CETRLT Ry EAR U | iL0 configuration has changed and il0 needs to be
reset. The configuration utility will not be
New User Mame available until next system reboot.
Login Name Enter to Continue / Esc to Cancel.
» Passuord
Figure 51. Gen9: iLO Configuration - Change Reboot Message
10 Repeat this procedure for other ship loose servers for the work order.

J.2.2 GEN9: RMS BIOS Configuration, verify processor & memory

In this section you will be configuring the BIOS on the Rack Mount Server and verifying the processor and
memory configuration.

Verify / Configure BIOS settings and verify configured memory

Procedure 20. Gen9: Enter the ROM-Based Setup Utility (RBSU)
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Prerequisites & Requirements:
v' Server powered on
v' KVM connectivity to the server to get console

Step Procedure Result

1 Reboot the server.
i You will see an HP
I:' screen as shown Hewlett Packard

below. Whep Enterprise
prompted with the

1 {C) Copyright 1982 - 2015 Heulett Packard Enterprise Deuvelopment LP
option to P.r.e_ss F9 for HP Proliant DL380 Gen9 s
System Utilities, do BIOS Uersion: P89 v2.00 (12/27/2015)

. Serial Number: USEGOIIHER
s0. Once F9 is
System Memory: 256 GB

prESSEd. yOU ShOUId 2 Processor(s) detected, 24 total cores enabled, Hyperthreading is enabled

“ ’ Proc 1: Intel(R) Xeon(R) CPU ES-2680 v3 @ 2.506Hz
see Fg SeIeCted on Proc 2: Intel(R) Heon(R) CPU E5-2680 v3 B 2.506Hz
the screen as shown AP Spee: 9.6 61/
beIOW HPE Power Profile Mode: Maximum Performamce

Pouwer Regulator Mode: Static High Performance
Aduanced Memory Protection Mode: fAdvanced ECC Support
Inlet Anmbient Temperature: 21°C / 69°F

Boot Mode: Legacy BIOS

Redundant ROM Detected - This system contains a valid backup system ROM [ ] (72
HPE SmartMemory authenticated in all populated DIMM slots.

SmartStorage  Smart Array
Battery

Power Dynamic HPE
Regulator  Power Capping

il 4 TPv4: 10.75.4.131 » L .
il 4 TPub: FEBO::9657:ASFF:FEAF :F342 HPERESTRI  Intelligent Sun!]snenser:

APl Provisioning
v v v

iLo
m System Utilities Intelligent Provisioning @ Boot Mewu @ Network Boot "'ﬂ::!;ﬂ:m Mﬁ:;l‘:fm

Figure 52. Gen9 RBSU - Enter RBSU - “F9 Pressed” indicated in HP
Splash screen

Procedure 21. Gen9: Verify / Configure Serial Port Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU mode

In this procedure you will be verifying and/or configuring the Serial Port Options for the Embedded and
Virtual Serial Ports
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Step Procedure Result

1 Press Enter to go into
the System

I:' Configuration menu
then select
BIOS/Platform » System Configuration
Configuration Mne-Tine Boot Menu
(RBSUV). Embedded Applications
System Information
Suystem Health

Exit and resume system boot
Reboot the Systen

Select Language [Englishl

Figure 53. Gen9: Select System Configuration

» BIOS/Platform Configuration (RBSU)

ilL0 4 Configuration Wtility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC

Figure 54. Gen9: Select BIOS/Platform Configuration (RBSU)
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Step

Procedure

Result

Select System
Options then select
Serial Port Options

BIOS/Platform Configuration (RBSU)

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management
Performance Options
Server Security
PCI Device Enable/Disable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
Susten Default Optioms

Figure 55. Gen9: ROM-Based Setup Utility - System Options

BIO5/Platform Configuration (RBSLD
Systen Options

b Serial Port Options
USB Optioms

Processor Options
SATA Controller Options
Uirtualization Options
Boot Time Optimizations
Menory Operations

Figure 56. Gen9: ROM-Based Setup Utility - Serial Port Options
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Step Procedure Result
Verify the settings
3. for Embedded Serial BI0S/Platform Configuration (RBSL)
Port: System Options + Serial Port Options
Select “Embedded » Embedded Serial Port [COM 2; IRQ3: I/0: 2F8h-2FFhl
Serial Port” and verify Virtual Serial Port [COM 1; IRQ4:; I/0: 3FBh-3FFh]

it is set for “COM 2”. If
it is not set to COM 2,

press [ENTER], select
COM 2, then [ENTER]

COM 1: IRQ4: 1/0: 3FBh-3FFh

0M 2: IRQ3: 1/0: 2FB8h-2FFh
Disabled

Figure 57. Gen9: Verify Embedded Serial Port setting

SRSl BIOS,/Platform Configuration (RBSU)
Port:
Select “Virtual Serial

Port” and verify it is BI0S/Platform Configuration (RBSU)

set for COM 1. Ifitis System Options + Serial Port Options

not setto COM 1, Embedded Serial Port [COM 2; TRQ3: 1/0: 2F8h-2FFhl
MDedde erlia or H H H =

press [ENTER], select | |y [COM 1: TRQ4: 1/0: 3F8h-3FFh]

COM 1, then

[ENTER]

0M 1: IRQ4: I/0: 3FBh-3FFh
COM 2: IRQ3: I/0: 2F8h-2FFh
Disabled

Figure 58. Gen9: Verify Virtual Serial Port setting

Procedure 22. Gen9: Verify / Set Power Management

Prerequisites & Requirements:
v Server rebooted and in RBSU

In this procedure you will be configuring Power Management Options. The server HP Power Profile will be
verified/set to Maximum Performance.
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Step Procedure Result
1 While in RBSU,

verify/set the HP
D Power Profile: BIOS/Platform Configuration (RBSU)

Select “Power
Management”, then
press [ENTER]

Systen Options
Boot Options
Netuwork Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availahility

BIODS Serial Console and EM3
Server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 59. Gen9: RBSU - Select Power Management

After pressing

2. [ENTER] you will see BIOS/Platform Configuration (RBSU)
several options to Pouwer Management
choose from such as:
» Pouer Profile [Maximun Performancel
Power Profile, Power
Regulator, Minimum Pouer Regulator [Static High Performance Model
Process or, idle Minimun Processor Idle Power Core C-State [No C-statesl]
Mininun Processor Idle Power Package C-State [No Package Statel
Power Core C-State,
Minimum Processor Advanced Power Options
Idle Power Package
C-State and Figure 60. Gen9: RBSU - Select HP Power Profile and Maximum Performance
Advanced Power
Options.
3. e Select Power Profile.
e Verify itis set to Maximum Performance
4 If not set to Maximum Performance, press [ENTER] and select “Maximum Performance”, then

press [ENTER]
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Procedure 23. Gen9: Verify / Set Standard Boot Order (IPL)

Prerequisites & Requirements:

v" Server rebooted and in RBSU

Step

Procedure

Result

1|.:|

While in RBSU, verify
or set the Legacy
BIOS Boot Order,
Select Boot Options,
and then press
[ENTER], then select
Legacy BIOS Boot
Order then press
[ENTER].

BIDS/Platform Configuration (RBSW)

System Options

» Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management
Performance Options
Server Security
PCI Device Enable/Disahle
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 61. Gen9: Select Boot Options
BIOS/Platform Configuration (RBSU)

Boot Options

Boot Mode [Legacy BIOS Model
UEFI Optimized Boot [Disabledl

Boot Order Policy [Retry Boot Order Indefiniteluyl

UEFI Boot Order
fidvanced UEFI Boot Maintenance
» Legacy BIOS Boot Order

Figure 62. Gen9: Select Legacy BIOS Boot Order
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Step Procedure Result
> Verify under Standard Legacy BIOS Boot Order:
' Boot Order (IPL) that USB DriveKey
USB DriveKey is in
the first position and D ROM/DVD
Embedded LOM is in Hard Drive C
the fourth position. Embedded LOM 1 Port 1
Press “+” or “-” to Embedded FlexibleLOM 1 Port 1

maneuver to the
correct position.
BIOS/Platform Configuration (RBSW)

Boot Options + Legacy BIOS Boot Order

Press the '+’ key to move an entry higher in the boot list and the '~ key to move an entry lower
in the boot list. Use the arrouw keys to navigate through the Boot Order list.

Standard Boot Order (IPL)
» USB DriveKey
CD ROM/DUD
Hard Drive C: ({(see Boot Controller UOrder)
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - MIC

Boot Controller Urder
Embedded RAID : Swart Array P440ar Controller

Figure 63. Select “Set the IP Device Boot Order USB DriveKey”
BIOS/Platform Configuration (RBSU)

Boot Options + Legacy BIDS Boot Order

Press the "+’ key to move an entry higher in the boot list and the "-" key to move an entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Drder (IPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1G6b 4-port 331FLR Adapter - NIC

Boot Controller Order
Embedded RAID : Swart Array P440ar Controller

Figure 64. Select “Set the IP Device Boot Order Embedded LOM 1 Port 1”

Procedure 24. Gen9: Verify / Set system Date and Time
Prerequisites & Requirements:
v' Server rebooted and in RBSU
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Step Procedure Result

1 While in RBSU, set

i the system Date and

[:] Time: BIOS/Platform Configuration (RBSW)
Select “Date and
Time”, then press
[ENTER]

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device EnablefDisable
Server Availability

BIDS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Tine
System Default Options

Figure 65. Gen9: Select Date and Time

Set the current Date BI0S/Platforn Configuration (RESW
and Time. Use UTC
for the time settings.
Once the correct Date » Date (nm-dd-yyyy) [01/29/20161

) Time (hh:mm:ss) [14:37:271
and Time has been Tine Zone [UTC-00:00, Greenwich Mean Time, Dublin,
set, press [ENTER] to London]

confirm the settingsl Daylight Savings Time [Disabled]

Date and Time

Time Format [Coordinated Universal Time (UTC)]

Figure 66. Gen9: Set Date and Time (UTC)

Procedure 25. Gen9: Verify / Set Server Availability

Prerequisites & Requirements:
v' Server rebooted and in RBSU

In this procedure you will be configuring Server Availability which determines how the server will behave
following a power loss and recovery. The server will be set to Restore Last Power State following a power
outage and recovery. In addition it will be set to power on with No Delay.
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Step Procedure Result

While in RBSU, set

L the Server

[ ] | Availability: BI0S/Platform Configuration (RBSW)
Select “Server
Availability”, then
press [ENTER]

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Jecurity

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
server Asset Information
Advanced Options

Date and Tine
System Default Options

Figure 67. Gen 9: RBSU - Select Server Availability

> After pressing [ENTER] you will see several options to choose from including:

ASR Status, ASR Timeout, Wake-On LAN, POST F1 Prompt, Power Button Mode, Automatic
Power-On and Power-On Delay.

3. e Select ASR Status.
e Verify it is set to Enabled

4 If not set to Enabled, BIOS/Platform Configuration (RBSU)
' press [ENTER] and
select “Enabled”,

then press [ENTER] » ASR Status [Enahledl
ASR Timeout [18 Minutes]
Wake-On LAN [Enabledl

Server fwailability

POST F1 Prompt [Delayed 20 secondsl]
Power Button Hode [Enabled]l

Automatic Power-On [Restore Last Power Statel
Pouwer-{n Delay Mo Delayl

Figure 68. Gen9: RBSU - Verify ASR Status is set to Enabled
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Step Procedure Result
5 Select Automatic BIOS/Platform Configuration (RBSD
' Power-On
Server fwailability
ASR Status [Enabled]
ASR Timeout [10 Minutes]
Wake-On LAN [Enahled]
POST F1 Prompt Delayed 20 seconds)
Pouwer Button Hode [Enahled]
Automatic Power-On [Restore Last Power Statel
Power—{In Delay [Ho Delay
Figure 69. Gen9: RBSU - Verify Automatic Power-On is set to Restore Last Power
State
6 Verify Automatic Power-On is set to Restore Last Power State

If not set to Enabled, press [ENTER] and select “Enabled”, then press [ENTER]

7.
Select Power-On . . . .
8. Delay BIOS/Platform Configuration (RBSLD
Server fwailability
ASR Status [Enabledl
ASR Timeout [10 Minutesl]
Uake-On LAN [Enabledl
POST F1 Prompt [Delayed 20 seconds]
Power Button Hod [Enahled
Automatic Power [Restore Last Power Statel
¥ Pouer-[n Delay [Ho Delayl
Figure 70. Gen9: RBSU - Verify Power-On Delay is set to No Delay
9 Verify Power-On Delay is set to No Delay
10 If not set to Enabled, press [ENTER] and select “No Delay”, then press [ENTER]
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Step Procedure Result
11. Select POST F1 BIDS/Platform Configuration (RBSU)
Prompt
Server Availability
ASR Status [Enabled]l
ASR Timeout [10 Minutes]
Wake-On LAN [Enabledl
POST F1 Prompt [Delayed 28 seconds]
Pouer Button Moae [Enahledl
Automatic Power-(n [Restore Last Power Statel
Pouer—{In Delay [Ho Delayl
Figure 71. Gen9: RBSU - Verify Post F1 Prompt is set to Delayed 20
seconds
12 Verify Delayed 20 seconds is set
13 If not set to Delayed 20 seconds, press [ENTER] and select “Delayed 20 seconds”, then press
' [ENTER]

Procedure 26. Gen9: Verify / Advanced Options

Prerequisites & Requirements:
v' Server rebooted and in RBSU

In this procedure you will be configuring Advanced Options. The Fan and Thermal Options will be
verified/set to Optimal Cooling.
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Step Procedure Result

1 While in RBSU, set
: the Advanced BIOS/Platfornm Configuration (RBSID

I:' Options

Select “Advanced

Options”, then press

[ENTER]

System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management

Performance Options

Server Security

PCI Device Enable/Disable
sServer Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

Figure 72. Gen 9: RBSU - Verify Advanced Options

2 After pressing [ENTER] you will see several options to choose from including:

ROM Selection, Embedded Video Connection, Fan and Thermal Options, Advanced System

ROM options.
3 Select Fan and Thermal Options
4 Verify Thermal BIOS/Platforn Configuration (RBSU)
Configuration is set
for Optimal Cooling Advanced Options + Fan and Thermal Options
» Thermal Configuration [Optimal Coolingl
Thermal Shutdown [Enabled]
Fan Installation Requirements [Enable Messagingl
Fan Failure Policy [Shutdown/Halt on Critical Fan Failures]
Extended Ambient Temperature Support [Misahledl
Figure 73. Gen 9: RBSU - Verify Fan and Thermal Options
5 If not set to Optimal Cooling, press [ENTER] and select “Optimal Cooling”, then press [ENTER]
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Procedure 27. Gen9: Save and exit the RBSU

Prerequisites & Requirements:
Tasks within the RBSU have been completed.

Step Procedure Result

Press F10 to save
changes then Enter
“Y” to confirm
changes. the RB SU' BIOS/Platforn Configuration (RBSU)
press <ESC> and
then press <F10>t0 | [ el

A ) o Boot Options

Confirm Exit Utility Soouork Qptione

Enbedded UEFI Shell

Pouer Managenent

Perfornance Options

Server Security

PCI Device Enable/Dis|Changes are pending. Do you want to save changes and
Server Availability

BIOS Serial Console a|Press ¥’ to save and exit, "N’ to discard and exit,
Server fAisset Informat|"ESC” to cancel.

Advanced Options

BIOS/Platform Configuration (RBSU)

I:I!—‘

Date and Tine
Systen Default Options

Scan for
Online Help

Change Selection Select Entry Back @ Help Defaults Save
Figure 74. Gen9: RBSU - Save Changes and Confirm

BIOS/Platform Configuration (RBSU) @

BI0S/Platforn Configuration (RBSU)

» System Options
Boot DOptions
Network Options
Storage Options
Enbedded UEFI Shell
Pouer Management
Performance Options
Server Security

PCI Device Emable/Disable

Server Availability

BIOS Serial Console and EMS Ch
Server fAsset Information

Advanced Options

Date and Tine
Systen Default Options

Scan for
Online Help

Change Selection Select Entry Back @ Help @ Defaults
Figure 75. Gen9: RBSU - Changes Saved
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Step

Procedure

Result

To Exit the RBSU
and System
Utilities, press
<ESC> and then
press [ENTER] to
confirm exit.

System Utilities

» System Configuration
One-Time Boot Menu
Enbedded Applications
Systen Information
Systen Health

Exit and resume syste|Press ENTER to exit and resume normal boot or ESC to
Reboot the System cancel .

Enter (EKIT) | ESC (CANCEL)
Select Language

Change Selection Select Entry Exit [E] Help @ Defaults
Figure 76. Gen9: Exit System Ultilities

Scan for
Online Help

THIS PROCEDURE HAS BEEN COMPLETED
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Appendix K. ACCESSING MY ORACLE SUPPORT (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs. A
representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for your
local country from the list at http://www.oracle.com/us/support/contact/index.html.

When calling, make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request.
2. Select 3 for Hardware, Networking and Solaris Operating System Support.
3. Select one of the following options:
a. For Technical issues such as creating a new Service Request (SR), Select 1
b. For Non-technical issues such as registration or assistance with MOS, Select 2
You will be connected to a live agent who can assist you with MOS registration and opening a support ticket.

MOS is available 24 hours a day, 7 days a week, and 365 days a year


https://support.oracle.com/
http://www.oracle.com/us/support/contact/index.html
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Appendix L. INSTALL OS IPM ON SERVERS

This section installs the OS IPM.

STEP #| Procedure

Description

number.

This section installs the OS IPM.
Check off () each step as it is completed. Boxes have been provided for this purpose under each step

If this procedure fails, contact ORACLE’S Accessing My Oracle Support (MOS), and ask for ASSISTANCE.

1. Enter TPD

I:I command

Figure 77 shows a sample output screen indicating the initial boot from the install
media was successful. The information in this screen output is representative of

TPD 7.0.0.0.0.

788 8.8 085 .11.08
«h 64

Figure 77. Boot from Media Screen, TPD 7.0.0.0.0
Note: Based on the deployment type, either TPD or TVOE can be installed.

The command to start the installation is dependent upon several factors, including
the type of system, knowledge of whether an application has previously been
installed or a prior IPM install failed, and what application will be installed.

Note: Text case is important and the command must be typed exactly.

IPM the server by entering the TPD command at the boot prompt. An example
command to enter is:

TPDnoraid console=tty0 diskconfig=HWRAID,force
After entering the command to start the installation, the Linux kernel loads as
shown in Figure 78.
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| i rescue

Figure 78. Kernel Loading Output

After a few seconds, additional messages begin scrolling by on the screen as the
Linux kernel boots, and then the drive formatting and file system creation steps

begin:

] Formatting |

Formatting ~ file system...

i v

Figure 79. File System Creation Screen

Once the drive formatting and file system creation steps are complete, a screen
similar to Figure 80 displays indicating the package installation step is about to

begin.
—I Install Starting |—

Starting install process, this may
take several minutes. .

Figure 80. Package Installation Screen

Once Figure 80 displays, it may take several minutes before anything changes.
After a few minutes, a screen similar to Figure 81 displays showing the status of
the package installation step. For each package, there is a status bar at the top
indicating how much of the package has been installed, with a cumulative status
bar at the bottom indicating how many packages remain. In the middle, you the
text statistics indicate the total number of packages, the number of packages
installed, the number remaining, and current and projected time estimates.
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STEP #| Procedure Description
1 Package Installatiom |
Mame : elfsprogs-1.39-7prerel3.0.0_68.25.8-i686
Size 1 3868k
Susmary: Utilities for managing the second and third
extended (extZ- extd) lilesystems
Packages Bytes Time
Total : 728 18741 a:87:12
Comp leted : 47 Zin 8:81:84
Rema ining : 681 159%6M B:86:88
I
Figure 81. Installation Statistics Screen
2 Reboot the Once all the packages have been successfully installed, a screen similar to Figure
system 82 displays, letting you know the installation process is complete. Remove the

installation media (DVD or USB key) and press Enter to reboot the system.
Note: Itis possible the system will reboot several times during the IPM process.
No user input is required if this occurs.

| Complete |

Congratulations, your Uracle Linux Server installation is complete.
Please reboot to use the installed system. MNote that updates may

be available to ensure the proper functiowing of your sSystem and
installation of these updates is recommended after the reboot.

Figure 82. Installation Complete Screen

After a few minutes, the server boot sequence starts and eventually displays that
it is booting the new IPM load.
wt From CD-ROM

ittenpting Boot From Hard Dri
T

fAittenpting [

1y || i 1_|| |||-'_ I|I|

Jooting IPD (2.6.32-431.28
! cont inue

}.e|6prerel?.B.0.0.8 B6.8.
114y I‘_I'
cont inue
cont inua

iy ke
iy ke
iy ke cont inue
continue

cont inue

iy ke

i
1
|
any ke
1
any ki

to continue

Figure 83. Boot Loader Output

A successful IPM platform installation process results in a user login prompt.
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Appendix M. Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access Support
(CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support hotline for your
local country from the list at http://www.oracle.com/us/support/contact/index.html. The emergency response
provides immediate coverage, automatic escalation, and other features to ensure that critical situation is
resolved as rapidly as possible. A critical situation is defined as a problem with the installed equipment that
severely affects service, traffic, or maintenance capabilities, and requires immediate corrective action.

Critical Situations affect service and/or system operation resulting in one or several of these situations:

o A total system failure that results in loss of all transaction processing capability.
¢ Significant reduction in system capacity or traffic handling capability

e Loss of the system’s ability to perform automatic system reconfiguration

¢ |nability to restart a processor or the system.

e Corruption of system databases that requires service affecting corrective actions
e Loss of access for maintenance or recovery operations.

e Loss of system ability to provide any required critical or major trouble notification

Other problems severely affecting service, capacity/ traffic, billing, and maintenance capabilities may also be
defined as critical by prior discussion and agreement with Oracle.


http://www.oracle.com/us/support/contact/index.html
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Appendix N. Locate Product Documentation on the Oracle Help Center

Oracle Communications customer documentation is available on the web at the Oracle Help Center (OHC)
site, http://docs.oracle.com. You do not have to register to access these documents. Viewing these files
requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.

2. Click Industries.

3. Under the Oracle Communications subheading, click the Oracle Communications documentation link.
The Communications Documentation page appears. Most products covered by these documentation sets
will appear under the headings “Network Session Delivery and Control Infrastructure” or “Platforms.”

4. Click on your Product and then the Release Number. A list of the entire documentation set for the selected
product and release appears.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar command
based on your browser), and save to a local folder.
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